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Résume

L’accumulation de données de natures extrémement différentes, et impliquant un nombre
de variables toujours plus élevé, constitue I'un des défis centraux de ’analyse de données
contemporaine. Dans ce contexte, la classification non-supervisée, ou clustering, propose
un ensemble de méthodes permettant de regrouper des objets similaires afin de gagner en
connaissance sur leurs relations sous-jacentes. L’objet de cette these est le clustering de trois
types de données spécifiques : les données multivariées continues et de comptage, ainsi que
les réseaux.

Apres une courte présentation de ces derniéres, détaillant leurs spécificités ainsi que leurs
possibles applications, nous présentons les principales approches en clustering, ainsi que les
difficultés liées a l'analyse de données multivariées en grande dimension. Nous motivons
ensuite I’approche probabiliste utilisée dans cette these, et proposons une revue détaillée
du clustering a ’aide de modeles a variables latentes discrétes. En particulier, nous nous
concentrons sur le cas des données de grande dimension, avec les modeéles de mélanges finis
s’appuyant sur la réduction de la dimension.

La suite de cette thése développe ses trois contributions originales. Dans un premier
temps, nous introduisons un nouvel algorithme pour le clustering de données de comptage
en grande dimension. Ce dernier affiche de bonnes performances comparé aux approches
similaires, notamment avec un faible nombre d’échantillons. Nous présentons également une
application en clustering de rapports médicaux d’anatomopathologie, en collaboration avec
I'Institut Curie. Ensuite, nous proposons un nouveau modeéle de mélange Gaussien pour les
données de grande dimension, ainsi qu’un algorithme de clustering basé sur une version non-
supervisée de l'analyse factorielle discriminante. Les résultats sur données simulées et réelles
montrent un réel avantage de notre méthode comparé a 1’état de ’art, et des perspectives
de généralisation sont proposées. Enfin, nous proposons un algorithme de clustering hiérar-
chique utilisant une version exacte de la vraisemblance classifiante intégrée, aussi appelée
ICL exacte. Cette derniere contribution est double, consistant d’abord en un algorithme
génétique permettant d’améliorer les heuristiques existantes, basées sur la maximisation
d’un critere ICL exacte par recherche locale et gloutonne. Nous introduisons ensuite une
nouvelle approximation asymptotique de ce criteére, ainsi qu’une heuristique de clustering
hiérarchique permettant de fusionner les clusters obtenus par le premier algorithme. Nous
montrons comment cette approche est générique, applicable a tout modele a variables la-
tentes discretes pour lequel 'ICL exacte est calculable. Ce dernier est dérivé en détail pour
un ensemble de modeles standards, en particulier les modeles a blocs latents pour 'analyse
de réseaux. Les résultats sur données simulées montrent une claire supériorité par rapport
aux approches similaires, et ’algorithme hiérarchique se montre particulierement utile pour
I’analyse de données réelles.

Mots-Clefs : Classification non-supervisée, Inférence variationnelle, Réduction de la dimen-
sion, Sélection de modele, Données de comptages, Données continues, Réseaux.
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Abstract

Modern statistical analysis encounters a wide variety of data sets, rapidly growing both in
size and dimensionality, with a need to efficiently summarize and represent them. To that
end, clustering consists in grouping objects together, forming meaningful clusters giving in-
sights regarding the underlying structure of the data. This thesis focuses on three particular
types of data: multivariate continuous and count data, and also networks.

After a brief presentation of these data and their specific applications, we review popular
approaches to clustering, as well as modern challenges related to high-dimensionality. Sev-
eral arguments are given supporting model-based approaches, grounded on a probabilistic
formulation, which is the preferred framework for this thesis. Then, a detailed introduction
on discrete latent variable models for clustering is given, with a focus on finite mixtures
integrating dimension reduction.

The three original contributions of this thesis come in the remaining chapters. First, a
new algorithm for the clustering of high-dimensional count data is described, showing a real
advantage over competing approaches, especially in low sample size settings. A medical
application is detailed, with the clustering of anatomopathological text reports from Insti-
tut Curie hospital. Then, a new Gaussian mixture model for high-dimensional continuous
data is presented, along with a clustering algorithm relying on unsupervised linear discrim-
inant analysis. The latter compares favorably to state-of-the-art approaches on simulated
and real-data benchmarks, and potential extensions are discussed. We finish by proposing
a two-fold methodology for hierarchical clustering, based on an exact version of the inte-
grated classification likelihood (ICL). The first part consists in improving existing greedy
heuristics, using a carefully designed genetic algorithm to reduce sensitivity to local maxima
of the exact ICL. Then, we consider a new asymptotic approximation of the latter giving
rise to a hierarchical strategy, merging the clusters obtained from the first algorithm. We
show how this approach is generically applicable in any discrete latent variable model for
which exact ICL are tractable, and we detail derivations for standard ones. Simulations
and real-datasets applications demonstrate the interest of this methodology, in particular
for statistical network analysis.

Keywords: Clustering, Variational inference, Dimension reduction, Model selection, Count
data, Continuous data, Network analysis
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Essential notations

Variables

n Number of observations.

P Dimension or number of variables.

Y Observed data in R™"*P, N"*P or N™**",

i Observation index in {1,...,n}.

J Variable index in {1,...,p}.

K Number of clusters.

z Unobserved discrete latent variable in {0, 1}%.

d Dimension of the latent space.

T Unobserved continuous latent variable in R? .
Distributions

St Set of p x p symmetric positive definite matrices.
Ak Unit simplex of dimension K — 1 : Ag := {w € Rf : Zszl wg = 1}.

Np(p,X)  Gaussian distribution with mean p € RP and covariance X € S,,.

Mg (L,mw) Multinomial distribution with L repetitions, K issues and probability vector
™ e Agk.

p(y|0) Density of distribution p with parameter 6, evaluated at y.
Operators
H(q) Entropy of the distribution ¢ over a space X: — [, q(x)log¢(x) da.

KL(q||p) Kullback-Leibler divergence between two probability distributions over the same

space X: [, log %q(az) dx.

Tr[A] Trace of the square matrix A: Tr[A] = )", Aj;.

E, [f(n)] Expectation of f(n) under the distribution of 7.
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Epistemologically, some dates the practice of grouping objects together back to the be-
ginning of language, or to the ancient Greeks like Plato or Aristotle (Bouveyron et al. 2019,
p. 2). Modern approaches seem to be somewhat more practical, motivated by the paradig-
matic shift of data collection characterizing the last decades. Indeed, with datasets rapidly
increasing in volume and dimensionality, comes a need to summarize them in order to gain
insight of the relationships between objects or individuals. Clustering addresses this problem
in a mathematical fashion, seeking to group n individuals into K distinct classes, or clusters.
Often based on a notion of distance or on an underlying statistical model, the nature of the
data at hand will greatly influence both the modelization and the results.

1.1 Thedata zo0 .. .

This thesis focuses on three different types of data. On the one hand, in the context of
multivariate continuous or count data, the observations are often thought of as n individuals
described by p variables. On the other hand, relational data such as networks encode




relationships between n objects. In this scenario, the observations are about the connections
between objects, rather than their geometry in p-dimensional spaces. Each data type has
its own specificity and range of clustering applications.

1.1.1 Continuous data

Ubiquitous in statistics, multivariate continuous data constitute one of the most popular
data representations. The observation of n individuals in dimension p is often summarized
in a so-called data matrix, with n rows and p columns containing real-valued entries. Us-
ages are extensive in statistics, from Pearson’s work (Pearson 1901), to DNA microarray
(Draghici 2016, chap. 3) and large-scale image databases that appeared in the last decades
(Deng et al. 2009). In this context, clustering is useful in several ways. First, discovering and
classifying new groups of biological entities such as species, cell types or genes is a funda-
mental task in biological taxonomy (Hajibabaei et al. 2007). Moreover, tumor classification
and grading is an essential tool of anatomic pathologist for both diagnostic and prognosis,
especially in widespread diseases such as breast cancer (Lakhani 2012). Modern approaches
use the combination of knowledge expertise as well as unsupervised discovery methods such
as clustering to refine and improve classifications. Computer vision, studying digital im-
ages described by pixels, is another important example of continuous data representation.
Supervised tasks have been the subject of a lot of attention, especially image classification
where an algorithm is trained on labeled data to distinguish between pre-defined classes of
images. Indeed, the last decades have known a rapid progress of modern algorithms, leading
to their increased use in everyday technologies, not without ethical concerns (Chamayou
2013). Clustering techniques have been used in this context as a form of image quantization
(Nowak et al. 2006; Jégou et al. 2010), combining features extracted via state-of-the-art
methods such as convolutional neural networks (Krizhevsky et al. 2012), or local descriptors
(Lowe 1999; Bay et al. 2008), into a single image representation fed to a classifier (see Fig-
ure 1.1). Moreover, the task of image segmentation, looking for groups of spatially coherent
areas in an image, such as cancerous cell tissues in medical imagery, is inherently linked to
clustering (Coleman and Andrews 1979). Thus, both the modeling of the data as well as the
interpretability of the resulting clusters appear to be primarily important in a number of
applications. This thesis builds on statistical approaches for clustering, explicitly encoding
assumptions on the underlying model of the data.

Back-end image representation generation

(_ Preprocessing | E> ( Feature Extraction ] I:> (_ Dictionary Construction ) E:) [ Image representation ]
L] : B )
s o fyo|
= Calculating -~ ":
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= %
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Figure 1.1: Workflow of an image classification pipeline: an illustration with histopathological images.
Clustering is useful in the third step to aggregate different image features into a single representation. This
figure was reproduced from Ding et al. (2015, Figure 2) (with permission).



1.1.2 Count data

Count data is used in many scientific fields in the form of frequency counts for instance as
the occurrences of p distinct words in a bag-of-words model for text analysis (Aggarwal and
Zhai 2012a), or as read counts obtained by the thriving use of next generation sequencing in
genomics (Anders and Huber 2010). In ecology, a lot of studies also focus on abundance count
data, representing ecosystems as the number of occurrences of p species (Fordyce et al. 2011).
In this context, the data matrix Y contains n observations in dimension p, only its entries
are now positive integers. With the increase in volume and dimensionality of these datasets,
there is an interest in summarizing them with the help of new statistical tools, looking
for groups of co-expressed genes or meaningful partitions of documents in text corpora.
However, this type of data has a peculiar geometry and the computations of similarity, which
is central in many continuous clustering algorithms, needs to be handled carefully. To that
end, specific similarity functions comparing histograms have been proposed, such as Csiszar-
Rényi divergence (Van Erven and Harremos 2014). Moreover, when applied to count data,
most of the standard statistical hypothesis acceptable for continuous data, e.g. Gaussianity,
fall apart. On the one hand, transformations of the raw data have been proposed to meet
the normality assumptions, such as log-transforms in biology and ecology (Zwiener et al.
2014; St-Pierre et al. 2018), or the well-known term frequency-inverse document frequency
in text analysis (Ramos 2003). While it is not the purpose of this thesis to discuss whether
these modifications are statistically well grounded, we point out the work of Osborne (2005)
and O’hara and Kotze (2010), who emphasized that caution should be taken when using
such transformations. On the other hand, statistical models for count data, relying on
probabilistic assumptions about the generative process of raw observations, have recently
received an increasing amount of attention and developments (Fruhwirth-Schnatter et al.
2019, chap. 9).

Document-term matrix

Documents \ Terms lesions ductal e lobular metaplasia

Cancerous. lesions (...) 1 1 0 0
ductal carcinoma”

Cancerous 'lesions () 1 0 1 0
lobular carcinoma”

Benign : lesions (... 1 0 0 1
metaplasia”

Figure 1.2: A classical text representation in bag-of-words models: each document is represented as the vector
of its word counts. This artificial example relates to the clustering of anatomopathological reports described in
Chapter 3.

1.1.3 Network data

Networks are extensively used in a wide range of scientific applications, modeling the inter-
actions between a set of objects. The best known examples stem from social sciences (Palla
et al. 2007), with a long line of work highlighted and nourished by the rapid expansions
of digital social networks. Other popular uses include, but do not limit to, biology and




bioinformatics, modeling interactions between proteins (Barabasi and Oltvai 2004) or gene
transcription regulation networks (Shen-Orr et al. 2002), modelization of Internet networks
(Liu et al. 2006), or even analysis of co-authorship networks in scientific fields, with a famous
example among mathematicians (Goffman 1969).

A graph G is traditionally defined as the collection G = (V,€), with V = {1,...,n} a set
of vertices and £ a set of edges connecting them. This representation may be summed up
in an n X n adjacency matrix Y with binary entries y;; encoding the presence or absence
of an edge between nodes i and j. Until now, we considered n observations in dimension p,
however we emphasize that the case of graphs is different since, while there are n nodes, the
observations are the n? edges and non-edges. Graph clustering consists in finding a partition
of V, and can be divided in two main methodologies. Community detection (Fortunato 2010)
defines clusters as sets of nodes which tend to connect more with each other in an associative
way, as represented in Figure 1.3. It is often dealt with model-free approaches such as the
modularity score (Newman and Girvan 2004). Conversely, the second approach is about
finding disassortative structures, where vertices predominantly connect with other classes,
as in bipartite networks (Zhou et al. 2007). Our interest lies in probabilistic models for
graph clustering, which can tackle both of these approaches.

g

. link
0
| B

Figure 1.3: An undirected network with 20 nodes and community structure. The graph diagram (left) as well as
its adjacency matrix (right) are displayed, and color indicates class membership. Real-world networks clustering
applications are presented in Chapter 5.

1.2 Clustering ...

Formally, clustering searches for a partition P of the set {1,...,n} into K distinct and non-
empty subsets, maximizing some criteria supposed to adequately describe the underlying
structure of the data. However, clustering inherently is a discrete, combinatorial optimiza-
tion problem, as the number of distinct solutions is S(n, K), the Stirling number of the
second kind (Ronald L. Graham 1988, p. 244). Since a complete enumeration is not gener-
ally feasible, one has to rely on heuristics or relaxation of the problem. As for the design of
criteria, two main approaches have been proposed.



1.2.1 Geometric approaches

On the one hand, similarity-based approaches define ad hoc criteria translating geometric
assumptions on the desired clustering structure. Seeking to group similar objects together,
they rely on a measure of affinity between observations. These so-called similarity functions
are supposed to efficiently describe the desired cluster geometry.

Working with multivariate observations, one of the most popular instances of this ap-
proach is the k-means algorithm (MacQueen 1967). Geometrically, it seeks dense, well-
separated point-clouds in the sense of the Euclidean norm, minimizing the sum of within-
cluster distances. The problem being highly non-convex and combinatorial, the k-means
algorithm consists in an iterative greedy heuristic exploring the space of partitions. Starting
from an initial partition it cycles through the two following steps until convergence: first,
the K barycenters of the current partition are computed, then the partition is updated by
assigning each data point to the cluster of its nearest barycenter. Very popular, in part for
its computational efficiency, the k-means has been generalized to other similarity functions
such as the /; norm with the k-medians algorithm (Bradley et al. 1997), Bregman diver-
gences (Banerjee et al. 2005), or kernel functions which implicitly non-linearly maps data to
high-dimensional spaces before computing Euclidean distances (Dhillon et al. 2004).

Other popular clustering methods construct a weighted affinity graph using some similar-
ity function between observations, expressing local connectivity between objects. Then, the
problem of clustering may be defined as finding sets of densely connected nodes, cutting the
graph into K groups. Different criteria have been proposed, usually related to a generalized
eigenvalue problem involving the graph Laplacian matrix, hence the spectral clustering ter-
minology (Ng et al. 2002). Based on local similarity, these methods take advantage of the
manifold structure in the data, and are extensively used to uncover clusters with arbitrary
shapes, or in the case of non-linearly separable clusters. Connections have also been made
with weighted versions of kernel k-means (Dhillon et al. 2004).

Similarity-based methods assign each object to a unique cluster, in a so-called hard clus-
tering fashion. This approach may contain some drawbacks, especially regarding the quan-
tification of uncertainty. For instance, Figure 1.4b shows an example where assigning data
points lying midway between two clusters may not be relevant and could influence the results
more than desired.

1.2.2 Therise of probabilistic methods

On the other hand, motivated by the development of statistical analysis, model-based ap-
proaches soon became popular as they offer a principled approach to clustering. Grounded
on statistical theory, they posit a probabilistic model supposed to have generated the data
conditionally on the partition. Then, the latter is considered as an unobserved, discrete
random variable, and clustering is cast as an inference problem, seeking the partition that
best fits the observed data according to the underlying statistical model.

The most popular example involves finite mixture models (McLachlan and Peel 2004),
where a cluster is characterized by some parametric distribution, called mixture compo-
nent. Then, objects belonging to the same cluster are supposed to be independent and
identically distributed (4.i.d) from the corresponding component. The resulting distribution
of the observations may be written as a convex combination over components, hence the
mixture terminology. Parameter estimation is commonly done by means of an Expectation-
Maximization algorithm (McLachlan and Krishnan 2007), and, the partition being treated
as a random variable, probabilities of membership can be computed for each observation.




This mixture modeling approach is very general and applies to a wide range of data, includ-
ing continuous and discrete multivariate data but also longitudinal, ordinal and functional
data. Moreover, it is the building block for many other model-based approaches, such as
block modeling for co-clustering and graph clustering (Govaert and Nadif 2003; Daudin et al.
2008). In this context, model-based approaches constitute an appealing framework to deal
with the variety of data at hand in this thesis.

The statistical framework offers several advantages to model-based clustering over similarity-
based methods. First, it allows to quantify uncertainty about the results using a probabilistic
interpretation of the partition. In this soft clustering, an object belongs to every cluster with
a certain probability of membership, as illustrated in Figure 1.4c. Moreover, model selec-
tion may then be used as a natural way to deal with the problem of choosing the number
of clusters K, while other methods would rely on ad hoc heuristics. Finally, many of the
similarity-based criteria may be recovered as particular instances of model-based approaches,
the latter offering more flexibility and interpretability in the modelization. For instance, the
k-means objective corresponds to the likelihood in an homoscedastic and isotropic Gaussian
mixture model with equal proportions.

(a) True clustering (b) k-means (c) Gaussian mixture model

Figure 1.4: A toy example with 3 ellipsoid clusters of different shapes highlighting the interest of model-based
clustering. (a) shows the true clustering where color and shape indicate clustering membership. (b) The
k-means makes spherical assumptions on the shape of clusters and does not exactly recover the true partition
because it is influenced by points lying in between clusters. (c) The Gaussian mixture model fit 2-dimensional
Gaussian ellipses of different shapes and orientations, and assigns a membership probability to every point. Data
points lying close to an ellipse center have a highly peaked membership towards the corresponding component,
while those lying in the frontier of two clusters have balanced membership probabilities, thus more uncertainty,
which is represented by a bigger point size. The hard clustering is obtained by taking the most probable cluster
assignment. Chapter 4 introduces a new constrained Gaussian mixture model for the clustering of
high-dimensional continuous data.

1.2.3 A detour by hierarchical clustering

The partitional framework described above supposes to work with a fixed number of clusters
K. An alternative approach is proposed in hierarchical clustering. Inspired by the biological
taxonomy problem of grouping species together in a nested fashion, from finer to coarser,
the works of Sneath (1957) and Sokal and Michener (1958) paved the way for the so-called
agglomerative clustering methods. Starting from the trivial partition with K = n, clusters
are iteratively merged together to obtain a coarser partition until X = 1 and no more
fusions are possible. Again, the decision of a fusion at each stage is based on some criterion
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to be optimized, defining a specific cluster geometry. Traditional criteria are similarity-
based such as the minimum sum-of-square, akin to k-means objective (Ward Jr 1963), and
the complete and single linkage. A comprehensive summary of similarity-based hierarchical
methods with corresponding references is given by Everitt et al. (2011, Table 4.1), along
with a qualitative description of the induced cluster geometry. Model-based criteria have
also been proposed to select the best fusion, such as the classification likelihood for mixture
models (Banfield and Raftery 1993; Fraley 1998), or integrated likelihoods in a Bayesian
setting (Heller and Ghahramani 2005). A mirror approach to agglomerative hierarchical
clustering is the divisive methodology, where clusters are iteratively split using fast heuristics
like k-means (see Everitt et al. 2011, sec. 4.2).

All these methods have in common to produce a set, or path, of nested partitions, meaning
that a coarser partition results from the fusion of clusters at a lower level of the hierarchy. A
common representation of the latter is via a tree-like diagram, called a dendrogram, which
efficiently sums up the fusions made at each step. Akin to phylogenetic trees, the nodes of a
dendrogram represent clusters while its branches represent fusions with height defining the
order: the furthest from the leaves, the coarser the partition. This dendrogram can then
be investigated and pruned at some stage by the user, avoiding the choice of a fixed K.
A popular way to select a relevant number of clusters is via the elbow rule. This heuristic
searches for the level K for which the marginal gain of one fusion starts to remarkably
diminish.

10000

~log(a)

) — T —— 1

Figure 1.5: Dendrogram extracted by the hierarchical algorithm of Chapter 4 (see motivating example of
Figure 5.1). The leaves are iteratively merged, the smaller height representing the first fusions. The y-axis
quantifies the marginal cost of each fusion and the elbow heuristics would cut the tree at 3 clusters, which
corresponds to the true hierarchical structure in this simulation.

1.2.4 What is a good clustering ?

Despite a somewhat clear-cut mathematical description, clustering may be considered as
an ill-posed problem in its essence. Indeed, if the goal is to optimize some criterion to
unveil relevant structure, the very definition of relevant does not necessarily possess a robust
mathematical formulation and heavily depends on the context and practicalities. Therefore,
the notion of a true or good clustering is always related to the modeling choice of the
practitioner, which itself arises from subjective goals that needs to be explicit before analysis.
In this context, model-based approaches are particularly attractive as they explicitly encode
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these hypotheses and objectives in the generative process of the data (Fruhwirth-Schnatter et
al. 2019, section 8.1). These somewhat epistemological concerns extend to any unsupervised
learning method, such as unsupervised dimension reduction or variable selection, when there
is no observed ground truth to guide the objectives. Thus, this thesis is placed within
the model-based framework and proposes different models and algorithms for partitional
(Chapters 3 and 4) and hierarchical clustering (Chapter 5), applied to data of different
nature.

1.3 The challenges of high-dimensional clustering ...

Modern data collection has shifted from the design of experiments measuring few, precisely
designed observables, to the acquisition of an ever-growing number of variables (Mattei et al.
2016, chap. 1). Datasets with a number of observations n comparable to, or even below
the dimension p, is now commonly encountered in daily data analysis for a variety of fields,
such as biology (Clarke et al. 2008), image processing (Deng et al. 2009) or text mining
(Aggarwal and Zhai 2012b).

The term curse of dimensionality was first coined by Bellman (1957) in the preface of his
book, and is nowadays used to designate a range of counterintuitive phenomena occurring
in high-dimensional spaces. A popular example is the so-called empty space phenomenon
(Scott and Thompson 1983), denoting the fact that the number of points needed to cover
the unit hypercube [0; 1]? with an evenly spaced grid grows exponentially with the dimen-
sion. Thus, unless we make additional assumptions or dispose of an impractical number
of points n, we can assume that neighborhoods of high-dimensional spaces are essentially
empty. As clustering, in its mathematical formulation, involves the computation of distances
or statistical estimation, this has consequences for both similarity-based and model-based
approaches. For the former, Steinbach et al. (2004) explain the difficulties of relying on the
notion of distance or similarity in this scenario, along with a review of methods addressing
this issue. As for the latter, Giraud (2014, p. 5) discusses in detail the peculiar geometry
of high-dimensional spaces, giving a detailed example where classical statistical quantities
such as averages have no hope to be robust with reasonable sample sizes. Moreover, other
statistical phenomena fall under this curse, related to the size of the parameter space which
is often linked to the dimension. For instance, the popular Gaussian mixture model for
continuous data clustering, which is introduced in Chapter 2, involves covariance matrices
growing as the square of the dimension, which quickly becomes over-parameterized without
further constraints. On a side note, the difficulties when sampling from high-dimensional
multimodal posteriors are well known in Bayesian inference, with an active line of research
on adaptive Markov-Chain Monte-Carlo algorithms (Durmus 2016).

Several ways have been proposed to circumvent these issues. Among them, variable selec-
tion (Guyon and Elisseeff 2003) will seek to find a subset of d < p relevant variables. In the
context of clustering, Witten and Tibshirani (2010) introduced a similarity-based framework
relying on sparsity, with lasso-like {1 penalty (Tibshirani 1996). Model-based approaches to
feature selection, which is cast as a model selection problem, were also proposed in the
framework of mixture models (Raftery and Dean 2006; Maugis et al. 2009).

An alternative way to tackle the curse of dimensionality is through dimension reduction,
where the data is assumed to lie in low-dimensional subspaces. The most popular instance is
arguably principal component analysis (PCA, Jolliffe 2002), which finds the optimal linear
mapping between the latent and observed subspaces in the sense of squared reconstruction
error. In particular, a fruitful part of the literature stems from probabilistic formulations of
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the latter relying on a Gaussian model (Tipping and Bishop 1999a), allowing generalizations
to other types of distributions (Chiquet et al. 2018). Non-linear embeddings have also been
proposed such as kernel versions of PCA or manifold learning (Verleysen 2007). Moreover,
we emphasize that variable selection and dimension reduction are not mutually exclusive
and may be combined (Bouveyron and Brunet-Saumard 2014; Mattei et al. 2016).

Chapters 3 and 4 of this thesis build on probabilistic models integrating clustering and
linear dimension reduction to deal with multivariate count and continuous data.

1.4 Application to medical data and organization of the thesis ...

This thesis was done in collaboration with the Institut Curie hospital, and part of this work
stems from fruitful discussions with medical practitioners. A tight collaboration was made
with the anatomopathology service, and in particular with Dr. Guillaume Bataillon who put
tremendous amounts of expertise into analyzing clustering results. Although these works
do not yet lead to direct and concrete applications inside the hospital, there has been a
lot of research and practical work done. Notably, significant advances were made in the
comprehension of information present inside sometimes more than 15 years-old data, before
the so-called big data era and careful acquisition routines were implemented. In particular,
although being rather underrepresented in this final manuscript, the image analysis part
has been the subject of a lot of efforts, with all the, sometimes difficult, aspects of real data
analysis.

Having briefly described clustering along with accompanying modern challenges in this
first chapter, Chapter 2 introduces model-based approaches along with variational inference
which is the preferred statistical tool in this thesis. Discrete latent variable models are
proposed as the main framework of this thesis, encompassing probabilistic models for the
clustering of multivariate observations and networks. Then follows a detailed discussion of
geometric and probabilistic linear dimension reduction methods for multivariate continuous
and discrete data, after which statistical approaches integrating both clustering and linear
dimension reduction are reviewed.

Original contributions of this thesis are then detailed in the next chapters. Chapter 3
addresses the problem of high-dimensional count data clustering, incorporating dimension
reduction with the mixture of multinomial PCA distribution. A new clustering algorithm is
proposed, leveraging on particular properties of the classification likelihood, and thorough
numerical simulations assess the interest of our method in high-dimensional settings com-
pared to state-of-the-art approaches. An application to the clustering of medical reports
of Institut Curie is also presented. In Chapter 4, we discuss the notion of unsupervised
linear discriminant analysis, injecting clustering information into the search of an optimal
subspace. We introduce a Bayesian extension of the discriminative latent mixture model of
Bouveyron and Brunet (2012a) and derive a new clustering algorithm for high-dimensional
continuous data. Performances and stability of the proposed methodology are compared
with state-of-the-art subspace clustering algorithms on several high-dimensional settings,
showing a real interest for our method. Then, Chapter 5 focuses on hierarchical clustering
in the general framework of discrete latent variable models, with two contributions. First, a
genetic algorithm is proposed to improve greedy partitional clustering heuristics maximiz-
ing an exact integrated classification likelihood criterion. Then, a new approximation of
the latter is introduced in order to derive a complete hierarchical agglomerative heuristic.
Eventually, these two contributions working with similar objectives may be used together,
the first one as an initialization for the second. Simulated and real-data experiments show
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the superiority of the genetic algorithm over related approaches, and the interest of the
hierarchical heuristic is illustrated for both visualization and real-data analysis. Finally,
Chapter 6 is dedicated to a quick overview of these contributions as well as several leads for
ongoing and future works.
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This chapter introduces the main models and existing methods that this thesis relies
on. After a general discussion on the EM algorithm for latent variable models (LVMs) in
Section 2.1, we detail its application to the main frameworks of both model-based clustering
and dimension reduction in Sections 2.2 and 2.3 respectively. Then, we introduce popular
models integrating both methods in an unified probabilistic framework. Finally, we review
the main criteria used for model selection in a clustering context in Section 2.5.
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This section introduces the principal inference methods used in this thesis. It is pur-
posely general, and we will give detailed instantiations of the algorithms described hereafter
throughout the rest of this chapter.

2.1.1 Latent variable models

When modeling complex phenomena, one often specifies the data generation process which
led to the observation of Y. Such an approach is called generative, where the observation
of Y is viewed as the marginal consequence of a broader and complex scenario, and often
implies hidden, unobserved, latent variables n. In this scenario:

p(Y | 9) = / p(Y.n | 9)dn, (2.1)

where ¥ denote a set of parameters to be estimated, e.g. by maximum likelihood. The
left-hand side represents the observed-data likelihood, whereas the integrand in the right-
hand side represents the complete-data likelihood. The rationale behind this approach can
be twofold:

e the underlying physical phenomena at hand really motivates the introduction of 7,
which is a non-observable variable we want to estimate or control for. This is partic-
ularly the case in social and behavioural science, which has made an extensive use of
latent variable models over the last decades (Everett 2013),

o the marginal distribution p(Y | 9¥) may be intractable, in which case the introduction
of m may conveniently lead to tractable inference procedure, as studied in Paquet
(2008) and illustrated in Section 2.3.2.b.

Let us emphasize that this approach lies in-between the Bayesian and frequentist paradigms,
since a fully Bayesian modelization would treat 1 as an additional latent variable, putting
a prior on (n,9). In the following, we use semicolon notations to separate between random
variables and fixed parameters.

This thesis focuses on model-based clustering and probabilistic dimension reduction.
Therefore, the latent variables can be:

o discrete, denoted as z € {0,1}%, e.g. a clustering of the observed data as detailed in
Section 2.2,

« continuous, denoted as & € R%, e.g. a lower dimensional representation of the observed
data as encountered in Section 2.3,

 a combination of both, n = (X, Z) as explained in Section 2.4.

As for the observed variable Y, it can be as diverse as described in Chapter 1: continuous
vectors in R™"*P_ discrete data in N"*P or an n x n adjacency matrix representing a graph.
The graphical model representation is often used for such models (Bishop 2006), specifying
the conditional dependencies between the observed and the latent variables. Shaded nodes
represent observed variables. Arrows represent conditional dependence of the in-node with
respect to the out-node, while the absence of arrow expresses independence. The plate
notation is used to represent repeating sub-graphs in the whole graphical model. Figure 2.1
shows the graphical representations of some latent variable models encountered in this thesis.
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(a) Probabilistic PCA (PPCA) (b) Mixture of PPCA

Figure 2.1: Examples of standard LVMs for model-based clustering and dimension reduction. Model (a) is
introduced in Section 2.3.2.a on page 33 and Model (b) is introduced in Section 2.4.1 on page 37.

2.1.2 The expectation-maximization algorithm

In a frequentist approach, one seeks to estimate 9 following the maximum likelihood prin-
ciple, which is solving the general problem:

9" = argmaxlogp(Y | 9). (MLE)
)

However, there can be several reasons that makes this particular problem difficult to solve
directly. This is particularly the case in latent variable models, where the complete-data
likelihood typically provides a much simpler expression than the observed one. In this
specific context, Dempster et al. (1977) introduced a general algorithm to tackle the problem
of finding the MLE. In an optimization point-of-view, we will see that it is basically a
coordinate ascent on a lower bound of the observed-data log-likelihood, but first let us
describe the intuition behind it. Suppose that the knowledge of 1 simplifies the problem of
estimation, that is we can define a surrogate problem argmaxy f(Y,n;9) which is simpler
to solve than the MLE. Naturally, i is not observed, however we observe it through Y,
hence we may try to estimate it. The natural distribution over n for such a task is the
posterior: p(n | ;). However, computing this distribution requires the knowledge of ¥,
which we seek to estimate in the first place. This chicken-and-egg situation suggests for an
iterative scheme where one finds the most probable 1 given the observation of Y and a set
of fixed parameters ¥, and then updates 9 by solving the simpler surrogate problem.
Formally, let ¢ be any probability distribution over n, with ¢(n) > 0. The objective in
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problem (MLE) can be bounded below by:
logp(Y | 9) = log/p(Ym | 9)dn,

= log/p(Yvn \ 19)2&2; dn,

p(Y,n | 19)]
q(n) ’
p(Y,n|9)
= g {log q(n) ] ’
=En~q DOgP(Y,"? | "9)} +H(g) with: H(q) = —Eyy [log CI(U)] )

=logEyq {

with Jensen’s inequality applied to the log in the fourth line. This function J depends on
as well as the additional distribution ¢, and is often referred to as the evidence lower bound
(ELBO) in a Bayesian context. The key property of J is the following proposition, that
quantifies its gap to the observed-data likelihood in term of Kullback-Leibler divergence to
the posterior.

Proposition 2.1. For any pair (q,9),
logp(Y | ¥) — J(¢;9) = KL(q || p(- | Y;9)) > 0. (22)

Thanks to the non-negativity of the Kullback-Leibler divergence, Proposition 2.1 is con-
sistent with 7 being a lower bound to the observed-data log-likelihood. However, its main
interest lies in the fact that maximizing J w.r.t ¢ amounts to minimize the KL between ¢
and the posterior. This is the essence of the Expectation-Maximization algorithm proposed
by Dempster et al. (1977), which, starting from an initial value of the parameters (),
consists in an iterative scheme decomposed into two steps at iteration (¢ 4 1):

¢ = argmax J(¢;9") = argminKL(q| p(- | Y;9"), (E-step)
q q

9 =argmax J(¢"; 9) = argmaxE, _ 1) [logp(Y,n | 9)] . (M-step)
0 0

The E-step gets its name from the fact that it allows to compute the expectation in 7,
which is in turn maximized with respect to the parameters in the M-step. For a given 49,
the optimal ¢* in the E-step is the posterior ¢*(n) = p(n | Y;¥), which makes the bound
tight: J(¢®+D;9®) = logp(Y | 9®). As for the M-step, the optimization program to
solve is supposed to be easier than (MLE) and the updates depend on the generative model
at hand. Assuming that both the E and M steps can be solved efficiently, this algorithm
is quite universal for latent variable models and the following proposition states a useful
convergence result.

Proposition 2.2. The EM algorithm generates a sequence {ﬂ(t)}t inducing a monotonically
increasing log-likelihood:

v, logp(Y | 9UFY) > logp(Y | 9) (2.3)
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Proof. We have:
1 Y [ 9Dy > g(gttD 90y > (gD 9®) 1 Y | 9O,
ogp(Y | ) = Il ) = JIlq ) = logp(Y [ 9)

Prop. 2.1 M-step E-step
O

Remark 1. At this level of generality, this result is only about the convergence of the log-
likelihood to some local maxima or saddle point. However, nothing can be said about the
convergence of the parameters {ﬁ(t) }+ without further assumptions. This may be considered
quite weak regarding the inference task, which is about finding the MLE. Fortunately, Wu
(1983) fixed some proofs and claims originally made in Dempster et al. (1977), and gave
quite mild sufficient conditions for the convergence of the sequence {ﬂ(t)}t to stationary
points or local maxima of the likelihood. These conditions are verified in a large class of
statistical models, such as exponential families. Finding general guarantees is still an open
problem (Balakrishnan et al. 2017). In practice, most implementations of EM stop when
a user-defined number of iterations is reached, or when the absolute difference between
two successive values of J are below a certain user-defined threshold. Moreover, despite the
probabilistic context of latent variable models, the EM algorithm is completely deterministic,
making it sensible to poor initialization. It is advised to test different starting values 9(%),
keeping the one achieving the greatest likelihood.

Remark 2. Looking at the proof of Proposition 2.2, one can see that J only needs to be
greater in 91 than in ¥, but not necessarily fully maximized. This allows for the use
of any numerical optimization (Nocedal and Wright 2006) scheme in place of the traditional
M-step, when the latter cannot be solved exactly. In this case, the algorithm is called a
generalized EM (GEM) and both algorithms are actually particular instances of a larger
class called minorization-maximization algorithms (MM, Lange 2016).

Note that we present the detailed computations of the EM for Gaussian mixture models
in Section 2.2.1.c. In the following section, we detail how the EM framework can be used
when the E-step is not tractable.

2.1.3 Mean-field approximations: a variational EM algorithm

Implicitly, the EM algorithm assumes that the posterior distribution p(n | Y';9) is tractable.
Yet, this assumption is not verified for a large class of statistical models. For instance, a
classical setting is when the observed-data likelihood of Equation (2.1), i.e. the normal-
ization term of the posterior in Bayes theorem, is intractable. This is the case for the
stochastic block model of Section 2.2.2.a which requires an exponentially growing number of
term to compute, or the latent Dirichlet allocation introduced in Section 2.3.2.b involving
an intractable integral over continuous latent variables.

Nevertheless, the ELBO and the EM philosophy can still be useful in this context. The
main idea is to replace the intractable posterior by some variational approximation (Jaakkola
and Jordan 2000; Wainwright and Jordan 2008). Doing so amounts to posit a family of
distributions Q, and to restrict the KL minimization problem in the E-step to this family:

VE-step: ¢tV = argmax J(¢;9") = argmin KL(q || p(- | Y;9)). (VE-step)
qeQ q€Q

In this section, we focus on one of the most popular approximation for the posterior, the
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so-called mean-field approximation, which assumes:
Q:={q : q() =[] an(mn)}- (2.4)
h

This hypothesis may seem quite reductive at first, but as Blei et al. (2017, p. 8) points out:

We emphasize that the variational family is not a model of the observed data
[...]. Instead, it is the ELBO, and the corresponding KL minimization problem,
that connects the fitted variational density to the data and model.

Moreover, no functional form is assumed on the individual factor distributions ¢5,. The main
advantage of such approximation is that the optimization problem in the VE-step leads to
the coordinate ascent variational inference algorithm (CAVI, Bishop 2006; Blei et al. 2017),
which optimizes J with respect to g; while considering the other latent distributions fixed.
The general form of the updates is given in the following:

Proposition 2.3 (CAVI). Denoting by n—;, the vector n without its coordinate my,, and
considering 9 and q*,;, known and fized, the ELBO is mazimized in qj by:

i) o exp {E_, [logp(mn,m1, Y | 9)]}, (2:5)

where the expectation is taken over n_p ~ q*,.

Proof. Using the law of iterated expectations, one can write the ELBO as a function of ¢y,
J(qn) = Ep [E,h [logp(nmn,h,Y | 19)] - logqh} + const,

where we put constant terms w.r.t ¢, in the constant and used the fact that H(q) =
—Ej, [loggn] +H(g* ;,) for the mean-field family. Now, the right hand side can be written as
the negative KL divergence between g;, and the distribution defined in Equation (2.5), plus
a constant. Hence, maximizing the left-hand side w.r.t. g5 is equivalent to minimize this
KL, which is done by setting ¢} as in Equation (2.5). O

Thus, the CAVT acts like a fixed-point algorithm, each update maximizing J(q) sequen-
tially. While the form of the updates in Proposition 2.3 may seem a bit convoluted, the rest
of this chapter illustrates how it can be used rather easily with concrete examples. Indeed,
even though no assumption is made about ¢, the optimum often happens to take the form
of a known parametric distribution, with so-called variational parameters depending on ¢* ;,,
9 and Y. The normalizing constant can then be inferred easily from the specific parametric
family of distribution at hand. Notably, this is the case in all the models considered in this
thesis. In practical implementations, the ascent algorithm stops when the marginal gain of
a full pass over all g is below a certain threshold, or when a maximum number of iterations
is reached.

Remark 3. The objective in the M-step remains unchanged, except that the conditional
expectation is taken with respect to an approximation of the prior, hence the use of VEM
terminology. The resulting sequence {19“)} is no longer guaranteed to increase the likelihood
at each step, since the bound in not tight anymore in the VE-step. However, the ELBO
sequence is still monotonically increasing and may be used as a surrogate for the intractable
likelihood. Recently, the concept of tempered posteriors was used to derive concentration
rates of variational Bayes approximations in latent variables models (Yang et al. 2020).
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Variational methods have known successful developments over the last two decades, with
extensions and applications from black box inference (Ranganath et al. 2014) to deep gen-
erative models such as variational autoencoders (Kingma and Welling 2019). Moreover,
while out of the scope of this thesis, we emphasize that other exact or approximate infer-
ence approaches exist. In a Bayesian context, the well-known Markov chain Monte Carlo
methods (MCMC, Robert and Casella 2013) aim at sampling from the true posterior. Their
interest lie in the fact that they often come with asymptotic theoretical guarantees about
convergence. While variational methods do not enjoy such properties, they tend to be faster
than MCMC, efficiently scaling up to large data sets. In the case of intractable likelihoods,
another interesting growing line of work is the approximate Bayesian computation meth-
ods, which aim at sampling from an approximate posterior distribution, building on refined
versions of a rejection algorithm (see e.g. Marin et al. 2012)

As explained in Chapter 1, when one seeks to perform clustering, an implicit assumption is
made about the existence of an unobserved partition of the data. Latent variable models are
perfectly adequate for this scenario, and provide a principled approach to do model-based
clustering, where each individual i is assigned to a discrete latent variable z; representing
its cluster assignment. Canonically, these latent variables are represented as binary vectors
z; € {0,1}¥ where z;;, = 1 if individual 7 belongs to cluster k. The unknown partition being
fully characterized by the discrete latent variables, clustering is then cast as an inference
problem over the posterior of Z. Now, discrete latent variable models (DLVMs) assume that
observations provided in Y are drawn from a two-step process: first, all the cluster indicator
vectors are sampled independently from a multinomial Mg (1,7). Then, the observations
Y are generated, conditionally on Z, with some conditional independence assumption on
Y| Z:

p(Y.219) =[] piz ™[] vy | Z:6). (2.6)

zcZ yey

factorized

In this context, the complete-data likelihood above is often called the classification like-
lihood (Biernacki and Govaert 1997). With a slight abuse of notations compared to the
previous section, we distinguish two types of parameters: @ which is used to parameterize
the conditional distribution of Y | Z, while 7w denotes the parameter of p(Z | m), which
is a product of multinomials. This definition, relying on conditional independence given an
unobserved random variable, closely relates on the Bayesian notion of exchangeability and
De Finetti’s theorem (Diaconis 1988; Kallenberg 2006). In the following, we detail how this
specific framework encompasses finite mixture models, but also extends to more sophisti-
cated structural dependencies such as latent block models, represented as graphical models
in Figure 2.2.

2.2.1  Finite mixture models

2.2.1.a Definition

Finite mixture models (FMMs, McLachlan and Peel 2004) are the cornerstone of probabilis-
tic clustering methods, and the most popular instance of DLVMs. Consider a family of K
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(a) FMM (b) SBM

Figure 2.2: Graphical model representations of the main discrete latent variable models studied in this thesis:
(a) Finite mixture models, (b) stochastic block models.

parametric densities p(- | 0;) and positive weights m € Ag. Then, finite mixture models
assume that each observation in Y = {y;} is drawn ¢.i.d. from the convex combination:

p(yi | 77719) = Zﬂ-kp(yi | 079)’ (FMM)
k=1

The left-hand side satisfies the definition of a density by construction, and the mixture
terminology comes from its weighted average form. The generality of this definition allows
to capture a large class of distributions, as well as enabling to encode real-world phenomenon
such as multi-modality (see Figure 2.3). Naturally, specifying the type of distributions is a
modeling choice depending on the data at hand. Gaussian mixture models constitute one
of the most popular instance of FMMs when dealing with multivariate continuous data. In
this context, the evidence writes as:

K
plyi | m,9) =Y mNp(yi | mu, S), (GMM)
k=1

where N p(y | my, Si) denotes the multivariate-Gaussian density with parameters 0, =
(my, Si) € RP x S+,

For maximum likelihood inference to be a well-posed problem, and for the sake of con-
sistent statistical analysis, we often ask for identifiability of the model (Casella and Berger
2002). That is, the observed-data likelihood needs to be an injective map with respect to 9.

pY [9)=p(Y |0) — 9=1.

A crucial fact about FMMs is that parameters can only be identifiable (if they are) up to a
permutations of the cluster indices. Indeed, take o to be any permutation of {1, ..., K}, then
it is clear from the definition of FMMs that p(y | 7, 80) = p(y | o(7),o(0)). In the clustering
literature, this is known as the label switching problem (Celeux 1998). Instinctively, this
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lack of identifiability is not an issue since it stems from simple symmetries at the level of the
distribution, however it may imply some computational and convergence issues, especially in
Bayesian estimation with MCMC which can suffer from the K! modes (Robert et al. 2010,
p. 129).

p(y16)
¥;

i [
y A

Figure 2.3: An exemple of a 2-components gaussian mixture model in 1-D (left) and in 2-D (right).

2.2.1.b Discrete latent variable models formulation

An equivalent formulation of mixture models is to assume that an observation comes from
one of K different sub-populations, or clusters, modeled by p(- | 6y), with probability 7. In
this scenario, one can view the likelihood of FMMs as the marginal outcome of the following
generative process:

-2ad MK(177T)a
2. yi | {zi =1} ~p(- | k),

where z; represents the cluster assignment of y;. Then, the complete likelihood of (y;, 2;)
writes as:

K
p(yi, zi | m,0) = p(yi | zi;0)p(zi | ) H mep(yi | 6x)] 7" . (2.7)

One recovers the observed-data likelihood of FMMs when summing over the K possible
values of z;. This second formulation draws a clear link to DLVMs. Indeed, writing the two
distributions at the level of the whole dataset leaves:

n

p(Y |7, 0) HZMP Yi | Ok), (2.8)

I
=1
]

(Y Z | T, 0) [Wkp(yi ‘ gk)] Zik. (29)

Il
-
=~
Il
-

7

This complete-data, or classification likelihood is then recognized as a particular form of
Equation (2.6). While both formulations (2.8) and (2.9) assume marginal independence on
the rows of Y, the second one add a conditional independence assumption given Z. More-
over, the tractable likelihood of FMMs along with the one-to-one correspondence between
z; and y; gives an analytically tractable posterior distribution that factorizes. Indeed, using
Bayes theorem, with the likelihood being tractable and factorized over observations, one
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gets:
pY,Z|m6)
p(Y |m,0)
_ [[i2, p(yi | zi;0)p(zi | )
H?fl p(yi | 7T,0) ’

K
H mep(yi | Ok)] 7"

p(Z|Y;m0) =

Yl sz(yz | 61)

ﬁ[ TkD(Yi | O ]k

Sl mp(yi | 61)

We then recognize the parametric form of a multinomial distribution Mg (z; | 1,7;), with

g
Il

ik, 7= Wi [0k) (2.10)

S mp(y: | 6n)

After inference, a partition Z can be inferred via a simple mazimum a posteriori (MAP)
estimate, that is 2;; = 1 with k£ = argmax; 7.

2.2.1.c  The EM algorithm for mixture of Gaussians

In the particular case of Gaussian components, the MLE problem involves the following
objective function:

logp(Y | 7, 0) = Zlog Zﬂk/\/ (y; | my, Sk)

Although some approaches rely on numerical optimization, such as first or second order
methods, inference for this model mostly uses the latent variable formulation as a FMM
along with the EM algorithm. Indeed, the posterior for the E-step is tractable, thus one
only needs to specify the updates wr.t. (sr,0) in the M-step. In the latter, the lower bound
is simply the expected logarithm of the complete-data likelihood, since the entropy term
does not depend on the parameters:

n K
J(m,0)=E Z Z zik [log(my) + log N p(y; | mu, Si)] | + const,
i=1 k=1

n K
1
=3 E E Tik [log(wk) +log |Sk| + (y: — mk)TS,zl(yi —my)| + const .
=1 k=1

Where we used E [z;x] = 7ir, under the posterior. Finally, the constrained optimization
problem can be solved at iteration (¢) using classical first order conditions on the Lagrangian,
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leaving:

n t n t n t t t
v, 771(:) _ 2im1 Ti(k)7 mi(:) _ 2im1 Ti(k)yi S;E;t) _ 2im1 Ti(k)(yi - m](c))(yl - mi))'r.

n t) n t
n dim1 Ti(k) Die1 Tz'(k)
(2.11)

The detailed derivations can be found e.g. in McLachlan and Peel (2004). The simplicity
of these updates outlines the computational interest of introducing latent variables. Indeed,
the expected logarithm of the complete-data likelihood leaves a far simpler expression to
differentiate than the logarithm of Equation (2.8). This is particularly the case with mixtures
of exponential families.

The convergence of the likelihood to some saddle point is guaranteed by Proposition 2.2,
however the convergence of the parameters is still an open problem even in simple settings*
(Jin et al. 2016). Still, the EM is widely used in practice and, in this thesis, we adopt
a clustering point-of-view with a focus on recovering the true partition Z, rather than a
density estimation one where the aim is to recover the true parameter 9*.

2.2.1.d Two variants around the EM: CEM and SEM

In the specific case of mixture models, several works have proposed variations of the EM
algorithm. Celeux and Govaert (1992) introduced the classification EM (CEM) algorithm.
The latter gets its name from the change of the objective function, which is now the classi-
fication likelihood in Equation (2.9). It introduces a supplementary C-step between the E
and M-steps, where a partition ZW is computed through its current MAP estimate given
by 7). Then, the conditional expectation in the M-step is replaced by the classification

log-likelihood logp(Y', Z® | 7r,0). Computationally, it simply amounts to replace the Ti(,:)

by 21(}? in the M-step updates above, and is given as pseudo-code in Algorithm 1. It is a
somewhat hard-clustering estimate of the conditional expectation, putting all the weight
to the maximum of the posterior, as opposed to the soft-clustering version of the regular
EM, weighting the contribution of each data point to each cluster estimates via its posterior
membership. In practice, this version converges much faster than a regular EM, which comes
at the cost of an inconsistent and biased estimation of the parameters.

Another modification was introduced in Celeux (1985) to deal with the sensibility of EM
to its initialization 9(?). Indeed, the deterministic aspect of EM makes it more likely to
converge to poor local maxima of the likelihood. Akin to CEM, the stochastic EM (SEM)
is a stochastic version of the latter, introducing randomness in the procedure by drawing
a partition Z® at each step, sampling from the posterior computed in the E-step. In this
scenario, the likelihood is not guaranteed to monotonically increase and the sequence {ﬂ(t) e
is a Markov chain. While point-wise convergence is no longer achievable, the authors state
a result about the convergence of its distribution under general assumptions (we refer to
Celeux et al. (1995) for a general discussion about stochastic versions of EM).

*In fact, one can design simple settings where maximum likelihood estimation is inconsistent (see e.g.
Alquier and Ridgway 2020, Section 7.8 for a 2-components unidimensional GMM exemple)
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Algorithm 1: Pseudo code of the EM and CEM algorithms for finite mixture mod-
els. The E-step and C-step are common and the M-step differ.

Data: Y

Result: Parameter 9 and clustering Z

Input: K, a tolerance € and a maximum of iterations T’

// Initialization

Initialize (7, 0)

L(new) p(Y |7, 0)

// Optimization

for t < 1 to T do

L(old) — L(new)

// E-step

Update 7, Vi with Equation (2.10)

// Optional C-step before M-step

Set 7, = 1 for k = argmax; 7;; and 0 otherwise

// M-step

Update (7, 8), e.g. with Equation (2.11) for GMM

// Compute the likelihood

Lew) « p(Y | 7,0)

if [(L(ew) — [(old)) / [(new)| < ¢ then Break;

end

Return 9 « (7,0) and Z such that z;, =1 for k = argmax; 7;

2.2.2 Latent block modeling

2.2.2.a The stochastic block model and the problem of graph-clustering

The stochastic block model (SBM, Wang and Wong 1987; Nowicki and Snijders 2001), is
a statistical model for random graphs. As discussed in Chapter 1, a network or a graph
is commonly observed through its adjacency matrix Y which is an n X n matrix with
entries y;; encoding the presence or absence of an edge. In the context of graph clustering,
the individuals we seek to cluster are the vertices, while the observations are the edges
{yi;}ijez. For the sake of simplicity, we only consider directed graphs without self loops,
hence restricting Z = {(4,5), 1 < i # j < n}, but note that generalizations of the model
are possible to deal with undirected graphs and self-loops (e.g. Peixoto 2012). The DLVM
formulation of the SBM is as follows: first, each vertex is assigned to a discrete variable z;
independently. Then, the model assumes that the edge distribution between two vertices i
and j only depends on their cluster assignments:

p(Z| m) = [[Ma(z | 1.m).

i#] i7]j k,l=1
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The block terminology stems from the assumption that edges with extremities in the same
pair of clusters (k,[) are i.i.d., hence forming homogeneous block in the adjacency matrix
Y. As in finite mixture models, the specification of the block distributions is a modeling
choice depending on the data at hand. While the original model deals with binary graphs,
edges being parameterized by Bernoulli distribution B(6y;), its general formulation allows for
extensions dealing with weighted edges (Mariadassou et al. 2010) or overlapping partitions
(Latouche et al. 2011). Recent works have also tackled the problem of dynamic networks
evolving in time (Zreik et al. 2016), and textual edges which can be found in social, e-mail
or scientific co-authorship networks (Bouveyron et al. 2018).

However, the SBM does not exactly fit the definition of finite mixture models, since
the cluster latent variables are no longer independent a posteriori. Indeed, the intricate
dependencies between the cluster latent variables prevent the posterior to be factorized over
the nodes. This is directly connected to the fact that the partition is over the n nodes, while
the observations consists in the n? > n edges, thus the one-to-one correspondence between z
and y is no longer applicable. Matias and Robin (2014) discuss this fact using the moralized
graphical model (Bishop 2006, p. 392) of SBM in Figure 2.2b, which reveals the posterior
dependencies that do not arise in finite mixture models. Another way of seeing the difficulty
is that the observed data likelihood:

p(Y | 7T70) = Z Hp(yij7zi7zj | 77,0),

21,0020 1]

now involves K™ terms and does not simplify as a product over the observations like it does
in FMMs. This exponentially growing number of terms implies that the marginalization is
rapidly not a reasonable option, even in the case of a small sample setting. For this reason,
several approximate inference procedure have been proposed for the estimation of SBM.

2.2.2.b  Avariational EM algorithm for the binary SBM

When dealing with binary edges y;; € {0,1}, the distribution in block (k,1) is parameterized
by a Bernoulli distribution:

n K
p(¥ | 2:6) =] 11 Bl | 6r)>.
i#£j k=1

In this situation, the whole set of parameters @ = {0y}, may be viewed as a K x K matrix
containing the probabilities of connection between two blocks k& and [: the diagonal terms
(0kk)k=1,... k controlling the intra-cluster connectivity, while the off-diagonal terms control
the inter-cluster propension to connect. Thus, the SBM model provides a flexible framework
to analyze and recover traditional assortative community networks formed of well-separated
clusters, as well as more disassortative structures.

Since the posterior distribution over the latent variable is not tractable, one can still resort
to a variational approximation of the latter. Daudin et al. (2008) proposed a variational EM
algorithm with ¢ constrained to be in the mean-field family:

n

(Z) = qu'(zi)-

=1

Then, the CAVI algorithm is employed to solve the VE-step by optimizing ¢; sequentially.
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Figure 2.4: Adjacency matrices of simulated directed binary SBM with K = 3 clusters and proportion
parameters (0.5,0.25,0.25) with (Left) a strong affiliation structure: 0, = 0.4, 0x; = 0.025,Vk # [ and (Right)
a strong disassortative structure: 0 = 0.025, 0; = 0.15,Vk # [ and 012 = 621 = 0.5.

As discussed in Section 2.1.3, the optimal ¢/ updates of Proposition 2.3 happens to take
a known parametric form here, as a multinomial with parameter 7; (Daudin et al. 2008,
Proposition 5):

n K
Vi, g = Mg (1,7;) with: Vk, 7 oc m [ [ [ Bwis | 060)™" (2.12)
j#il=1

Concerning the M-step, the expected complete-data log-likelihood under ¢ is given by:
n K n K
J(m,0) = ZZTik log(7y) + H H TinTjt [Yij 108(0k1) + (1 — yij) log(1 — Or1)] -
i=1 k=1 i#£j k=1

Including the constraints @ € Ag and y; € [0, 1], the latter is maximized in 7 and 0y, by:

n n t t
~ (1) it Tz‘(l? FION Zi;éj Ti(k)T;l)yij 91
ST N (O (2.13)
Zz‘;ﬁj Tik Tji

Celisse et al. (2012) and Bickel et al. (2013) provided theoretical guarantees about identifi-
ability of the SBM parameters as well as convergence of the variational estimates € and 7
to the (MLE) with this VEM algorithm under mild assumptions.

2.2.2.c Co-clustering with the LBM

The problem of co-clustering is to simultaneously partition the rows and columns of a n X p
data matrix Y. The row and column partitions are respectively denoted as Z, = {z;}; with
K, clusters, and Z, = {z;};, with K. clusters. The latent block model (LBM, Govaert and
Nadif 2013) denotes a general class of generative models for co-clustering which assume that
observations {y;;} are conditionally independent given the bipartition. Denoting the latter
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as Z = (Z,, Z.), it is formulated in the DLVM framework as:

n p
P(Z | ) = p(Zp | 7r)p(Ze | o) = [ [ M, (2 | 1,mp) [[ M. (25 | 1, 7we),
i=1 j=1
0 K. K. (LBM)
Y|Z0 Hprzj|zuz]a ):HHH pyzj|0kl Zlkzjl-
i=1j=1 i=1j=1k=11=1

with # = (7., 7.) € Ak, X Ak,. This model shares a deep connection with the SBM since
the latter may be viewed as a constrained case of the former, with n = p and Z,, = Z.. In
particular, it has been widely used in the analysis of contingency table (Govaert and Nadif
2010), continuous (Lomet 2012), functional (Bouveyron et al. 2017), ordinal (Corneli et al.
2020) and mixed-type data (Selosse et al. 2020).

The problem of co-clustering then becomes that of inferring the bipartition Z. However,
as in the SBM, the posterior does not factorize over the observation (Keribin et al. 2015)
and the marginalization:

p(Y | 0) = ZZ])YZ|0

now involves K," x K. terms. Once again, one has to resort to approximate inference
procedures for the estimation of the LBM. A variational EM was described in Govaert
and Nadif (2008) in the case of contingency table, where the VE-step and M-step closely
resembles the one for SBM. On the theoretical side, Mariadassou and Matias (2015) extend
previous work about identifiability and convergence for LBM and SBM in the binary and
weighted case. Note that recent literature around LBM empirically advocates for a mixture
of MCMC and EM, the SEM-Gibbs, to avoid poor local maxima of the variational bound
(Keribin et al. 2015).

The cases of graph clustering and co-clustering with latent block models are discussed in
Chapter 5 of this Thesis. A hierarchical algorithm is proposed, relying on the integrated
classification likelihood which we introduce in Section 2.5.2.

A universal empirical observation from Pearson’s work (Pearson 1901) and Hotteling chil-
dren’s test results (Hotelling 1933), to the rise of the so-called Big Data era with humongous
databases (Deng et al. 2009; Wang et al. 2018) is that the observed data often lie in a low-
dimensional subspace of dimension d < p. This can be exploited for several objectives. For
instance, it can be used to remove irrelevant or redundant information in the original data in
order to gain more insight on the data structure. It is particularly useful in high-dimensional
scenarios when it is hard to interpret the contribution of each variable. Moreover, it can also
allow to tackle learning in these scenarios, accelerating and improving inference procedure
using the low-dimensional space and reducing the number of parameters to learn. Finally,
when d < 3, visualization of the projected data in their subspace proves to be very useful
in understanding the underlying structure of the data. Some methods focus on one or more
of these goals, and we refer to Yu (2006, chap. 4) for a comprehensive review of modern
dimension reduction algorithms.

In the following, we review some classical geometrical and statistical approaches to di-
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mension reduction, highlighting the links between them. We focus on the specific case of
matrix factorization and linear probabilistic projection methods, which can be summarized
in the diagram of Figure 2.5. They turn out to be all expressed in the following global
framework:

(U*, X*) = argmin L(Y,U, X), (2.14)
(U,X)eH

where X € R"*¢ denotes the row-stacked matrix of low dimensional representations {z;},
and the columns of U € RP*? span the optimal subspace with respect to the optimization
problem at hand. The function L corresponds to a loss-function in the machine learning
terminology, which can be model-free or the negative observed-data likelihood of a given
probabilistic model.

UT

(dxp)

(nxp) (nxd)

Figure 2.5: Matrix diagram for matrix factorization. The &, is used in a broad sense, specifying the dependency
of the approximation to L. This is also known as dictionary learning in signal processing (Mairal et al. 2010).

2.3.1 Geometric approaches

2.3.1.a Principal component analysis

The work of Hotelling (1933) on children’s test results led to the formulation of principal
components analysis (PCA) which have become a fundamental tool in data analysis, ranging
from psychology (Mulaik 2009), to micro-array data analysis (Ringnér 2008) and deep-
learning (Chan et al. 2015). Even though it may feel that there are as many ways to
introduce PCA as there are scientific disciplines using it, there are actually two main views of
the latter. On the one hand, the statistical view searches for d linearly uncorrelated pseudo-
variables from p the original ones, grouping highly linearly-correlated variables together.
Considering that the data matrix Y is centered, every d-dimensional linear subspace maybe
characterized by S = {Uz,x € R?}, where the columns of U form an orthonormal basis
of S, i.e. UTU = I,. Denoting Ps = UU ", the orthogonal projection matrix on S, PCA
searches to maximize the total variance, or inertia, of the projected point cloud:

arg max { |Y Ps||% := Tr [PSTYTYPS} = Tr {UTSYU] } . (PCA)
U'u=I,

where Sy = Y'Y / n is the sample covariance matrix. This trace maximization problem
is easily solved by a first order condition on the Lagrangian (Ghojogh et al. 2019), and the
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optimal solution corresponds to the subspace spanned by the d eigenvectors corresponding
to the d largest eigenvalues of the sample covariance matrix Sy . This result is sometimes
referred to as a consequence of the Courant-Fisher characterization (Kokiopoulou et al.
2011, p. 3). Thus, the matrix U contains the leading d eigenvectors which are often called
the principal components, or loadings, in the PCA literature’, while the low dimensional
representations of each data points X = YU are called the scores.

On the other hand, a geometrical interpretation of PCA searches for S minimizing the
squared reconstruction error of Y Ps (Hastie et al. 2009, p. 535). Thanks to the property of
orthogonal projections and Pythagoras’ theorem, the total variance ||Y||% may be decom-
posed as the squared reconstruction error plus the variance of the projected points. The
matrix factorization aspect of PCA described in Equation (2.14) clearly appear in this sec-
ond formulation, looking for two low-rank matrices such that their product approximates
the data matrix through the Frobenius norm:

argmin L(Y,U,X):=||[Y - XU"|%. (2.15)
x,u'u=I,

This formulation uses the Eckart-Young-Mirsky theorem (Eckart and Young 1936; Mirsky
1960) which states that the optimal U is given by the d leading right singular vectors
of Y, which corresponds to the same eigenvectors of Sy. Moreover, the optimal X is
given by X = YU, hence the strict equivalence between these two formulations. Several
modifications of the PCA objectives were proposed to recover sparse solutions in U, reducing
the number of contributing original variables in the loadings when p is large. It was done
either in the first formulation by setting some variable contributions to 0 (d’Aspremont et al.
2005), and in the second formulation using lasso type l;-penalty (Zou et al. 2006). Another
line of work has exploited the link between the singular value decomposition of the scatter
matrix Y 'Y and the Gram matrix YY T to replace the second one by a kernel matrix in
order to unveil non-linear correlations (Mika et al. 1999).

2.3.1.b Non negative matrix factorization

Also known as positive matrix factorization (Paatero and Tapper 1994), non-negative matrix
factorization (NMF) methods may be seen as a constrained PCA where the loadings and
scores are constrained to be positives. Popularized by Lee and Seung (1999), which empiri-
cally showed their ability to decompose images in meaningful “parts”, it quickly became an
active field of research, in part due to the simplicity of its algorithms. In Lee and Seung
(2001), the authors defined NMF as solving the particular optimization program:

(U*, X*) = argmin L(Y,U, X), (NMF)
U>0,X>0

TDepending on the scientific field, the loadings matrix W may also be introduced as the matrix U
right multiplied, or scaled, by the diagonal matrix Ll/2 containing the square-root of the corresponding
eigenvalues: W = UL'Y/2. This matrix contains the variance in its columns since ||w. 1||> = Ax. The
pPCA model in Section 2.3.2.a uses these definitions, note that this is just a matter of convention about
how to distribute the variance between scores and principal components, the linear subspace defined by U
is unchanged.
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with two loss functions:

2
Le(Y.U,X) =Y = XU [} = S0, Y0 (v —u/=i)

Lx (Y, U,X)=D(Y || XU ") =", >", (%‘j log u%;, +u) x; — yij) .
The first one is akin to PCA, the difference being the positivity constraint. The second may
be seen as an un-normalized Kullback-Leibler divergence, i.e. when >, yi; = >, (u;rwl) =
1 defines two discrete probabilistic distributions, it amounts to the KL between them. These
functions are convex in U or X but non-jointly convex in (U, X). Instead of relying on
gradient based methods, Lee and Seung (2001) proposed iterative updates that happens to
be simple element wise multiplications:

(YU), (YTX) .

T L T i U X)) (NMF-F)
- UihYi UXT . s LihYiq UXT .

Tih < Tin ZJ o / ( )Jh Ujh < Ujp ZZ il / ( )Jh. (NMF-KL)

> Uitk

Monotonic convergence of the objective under these updates can be proven by using similar
techniques to those in Proposition 2.2. In fact, the proposed algorithms are MM algorithms
(Lange 2016). Also note that, in both cases, if Y = XU, the multiplicative coefficients
are equal to 1, thus showing that perfect reconstruction is a fixed point of the algorithm.
In practice these updates are known to converge very fast, but Gonzalez and Zhang (2005)
empirically showed that stationary points of the algorithms do not always correspond to
local minima. Moreover, Donoho and Stodden (2004) showed that this decomposition is not
unique, nuancing the universal aspect of U and moderating the “learning parts of objects”
side of the story.

The objective have been used extensively to perform dimension reduction on count data.
Indeed, the NMF constraints arise naturally in this context due to the positive nature of
discrete data. Moreover, empirical arguments claim that NMF can be useful for clustering
since it is supposed to naturally learn sparse representations. However, the discussion above
shows that it is primarily designed for dimension reduction.

LINK WITH PROBABILISTIC LATENT SEMANTIC INDEXING In the case of Lky,, Gaussier and
Goutte (2005) showed that the NMF objective is equivalent to maximum likelihood esti-
mation in a statistical model for count data: the probabilistic latent semantic indexing
(pLSI, Hofmann 1999). The latter is a probabilistic formulation of a well-known method in
text analysis called latent semantic analysis (LSA, Deerwester et al. 1990), which basically
consists in performing PCA on Y € N"*P. However, Ding et al. (2008) showed that even
though the objective functions are the same for NMF and pLSI, the algorithms differ and
do not yield the same solutions. In Section 2.3.2.b, we describe the latent Dirichlet alloca-
tion (Blei et al. 2003), a fully generative model for pLSI, drawing link with a probabilistic
formulation of PCA.

As a side note, the recent use of neural networks in text analysis have known a tremen-
dous success, especially neural words embedding which consists in finding low dimensional
continuous representations of words. Recently, Levy and Goldberg (2014) showed the con-
nections between a popular architecture, Word2Vec of Mikolov et al. (2013), and matrix
factorization.
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2.3.2 Latent variable models for dimension reduction

A key assumption in probabilistic models for dimension reduction is that each observation
y; can be linked to a latent random variable x; lying in a subspace of dimension d < p.
We focus on the popular case, akin to generalized linear models (Nelder and Wedderburn
1972), where this link is a combination of a linear transformation U on the latent space, and
a possibly non-linear probabilistic emission function parameterized by this transformation
(Bartholomew et al. 2011; Chiquet et al. 2018):

Zr; ~ ./—",
yi | @i ~p(- | Uzy),

where F is a distribution on a space E C R?. In this context, linear latent variable models
for dimension reduction may be viewed as a form of matrix factorization on the parameters,
as well as in the sense of Equation (2.14), the negative likelihood acting as the loss function.

2.3.2.a Factor analysis and probabilistic PCA

A statistical model for principal component analysis was introduced simultaneously in
Roweis (1998) and Tipping and Bishop (1999b), known as the probabilistic PCA (pPCA).
The idea is to cast PCA as the following linear-Gaussian model:

x; ~Ng(0g,15),

Yi :m+WCEi+6i, €; NNP(OP,‘I’), (FA)
with no constraints on W. Here, the emission function to the observed space is Gaussian
yi | x; ~ Np(Wex;+m, ¥), and the marginal distribution of an observation is also Gaussian
yi ~ Np(m, S) with covariance S = WW T + W. Hence, this model may be viewed as a
constrained Gaussian model, with a covariance matrix factorized into a low rank product.
When the noise variance ¥ is constrained to be diagonal, the coordinates of y; = (yij;);
become conditionally independent given the latent variable ;. Thus, the relevant correla-
tions between variables are supposed to be captured in the latent space by WW T, while
additive and uncorrelated errors are captured in W. This model is actually known as factor
analysis (FA, Ghahramani and Hinton 1996), while the pPCA model makes the additional
assumption of an isotropic noise covariance

¥ = oI, (pPCA)

Note that this factor analytic formulation distributes all the variance into the (scaled) load-
ings W, while the scores are standardized Gaussian random variables. It contrasts from
the chosen convention in Section 2.3.1.a, however an equivalent formulation with orthonor-
mal loadings and variance in the latent space is also possible. Moreover, one might note
that the matrix W is only identifiable up to a rotation of the latent space. Indeed, tak-
ing any d x d rotation matrix R such that RR" = I, then setting W = WR leaves
S=WWT' 4+5I, =S.

Here, the model parameters are 9 = {m, W ,0?} and can be estimated via maximum-
likelihood. The posterior being tractable as a Gaussian distribution in this model, Roweis
(1998) derived an EM algorithm, drawing link to standard PCA in the noiseless limit 02 — 0.
Detailed computations may be found in the article. Shortly, it gives an iterative algorithm to
solve PCA: starting from a subspace W (?) it alternates between projection in the current
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subspace (E-step) and finding the subspace which minimizes the squared reconstruction
error of the current projection (M-step). It is particularly interesting when d << p since
the particular form of the updates allows to avoid computing the sample covariance matrix
Sy, which is in O(np?), achieving a complexity of O(npd) in the M-step. However, this
procedure is iterative, while the covariance needs to be computed only once. In addition
to the EM algorithm, Tipping and Bishop (1999b) gave a direct and analytical form of the
MLE solutions in the pPCA model:

muyr =Y,
Wyt = UML(LML - U%LId)%R,

1
2
o E Ai,
e p= dhd+1J

(2.16)

with Ly, = diag(Ap)n=1,... 4 containing the top-d eigenvalues of Sy, with the corresponding
eigenvectors in Uy,r. The rotational ambiguity is characterized by R, which could be set
to any value, e.g. R = I;. Another important result is that all stationary points of the
likelihood have the form W = Uy(L4 — agId)%R where (Lg4,Uy) contains any combination
of d eigenvalues of the sample covariance, with their corresponding eigenvectors. However,
only the update in Equation (2.16) corresponds to a maximum of the likelihood¥, the others
being saddle points. This is a crucial point to have in mind when one resorts to the EM
alternative rather than direct maximization since, as discussed in Section 2.1.2, there is a
possibility to converge to one of these p!/(p — d)! — d! stationary points.

Finally, the posterior expectation of x; | y; at the optimum is an affine function of the
observation:

Elz; [yl = (W'W +0°L) "W (y; —m) = R" L/ (Lur — 03y 1a) 2 Uy (i — 9).
This highlights the connection to standard PCA in the noiseless setting, when o3,, — 0,
where the optimal subspace as well as the projections are the same.

This probabilistic formulation has allowed for a lot of extensions, from model selection
criteria for d (Minka 2001; Bouveyron et al. 2011; Bouveyron et al. 2020b), to mixture
modeling which is discussed in detail in Section 2.4. Sparse versions with parsimony inducing
priors on U (Archambeau and Bach 2009), and globally sparse formulations performing
variable selection and dimension reduction simultaneously (Mattei et al. 2016), have also
been proposed.

2.3.2.b Latent Dirichlet Allocation or the Multinomial PCA

When dealing with discrete, count data, such as words in a document or read counts in a
gene, the Gaussian hypothesis is no longer valid. In Buntine (2002), the author proposed
a discrete analog of pPCA where the latent variables now represent a discrete probability
distribution on {1,...,d}, i.e. ®; € Ay. Dealing with multivariate count data, a natural
distribution on the Simplex is the Dirichlet distribution:

SH

Da(x; | ) H M, (®;), withd = (81,...,04) = 0.

¥ Assuming there is no equality in the eigenvalues
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Then, the probabilistic emission function to the observed space is assumed to be multinomial
and the model writes as follow:

€Xr; ~ Dd(é),

(MPCA)
Yi | i ~ Mp(ci, Uzi),
where ¢; = Z?’Zl yi; represents the total count of observation ¢. The columns of U contains
d discrete probability distributions on {1,...,p}, called topics in the literature. The MPCA
model may be thought of as a constrained multinomial model with a parameter 1; for each
observation y;, where 9; = Uwx; is factorized as a mixture of d global topics characterizing
the whole data set, with document-dependent weights. Then, in an analogy to scores in
PCA, an observation is represented by its mixture weights x;, regarded as coordinates in
the latent topic space spanned by the columns of U.
Here, § is viewed as an hyper-parameter and considered fixed for now, although estimation
procedure exists. Thus, the parameter is simply 9 = U. Unfortunately, the observed-data
likelihood is not tractable contrary to pPCA. Indeed, the integral

p(yi |[U) = / H y”' H(u m)yide(a:iM)dsci

is analytically intractable, the Dirichlet-multinomial conjugacy being inapplicable due to
the coupling between @; and U (Dickey 1983). While the formulation of MPCA highlights
its probabilistic dimension reduction aspect, the latter happens to be best known as the
latent Dirichlet allocation (LDA, Blei et al. 2003). These two models emerged jointly and,
even though their connection have been highlighted (e.g. Podosinnikova et al. 2015), the
LDA formulation has been the most successful, forming the building block for many of the
so-called topic models (Steyvers and Griffiths 2007). In fact, inference is mostly done in the
LDA formulation with a variational EM algorithm which we detail here.

LINK WITH LATENT DIRICHLET ALLOCATION  Blei et al. (2003) originally developed LDA as a
generative model for text corpora, the observations y; being documents represented as word
counts with a vocabulary of size p. It uses an alternative representation of count data in
this context, which models a document y; as a bag-of-words w; = {w;, L =1,...,¢;}, where
token wj; is a binary vector of dimension p such that w;;; = 1 if the I-th word in the document
corresponds to the j-th word in the vocabulary. These representations are equivalent as long
as the word/token order does not matter, since the count data representation y; does not
preserve order, and one can always form the latter from the bag-of-word as: y; = >, wj.
The LDA model introduces a supplementary discrete latent variable t;; at the level of a
token which characterizes its topic assignment inside document ¢, the generative model is:

x; ~Dy(9),
Vi=1,...,¢;
ty | i ~ Ma(1, x;),
wi | tan =1~ My(1, U. 1),

(LDA)
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The equivalence between the two models appears when one marginalizes over the d possible
values of t;; leaving the conditional distribution of a word in a document:

wi1 | €Xr; ~ Mp(l, U:IISI)7

which is the same as in model MPCA except for the number of repetitions. Moreover, it does
not depend on the choice of the word [. Thus, all the words in the bag w; are conditionally
independent given x;, and identically distributed from the distribution above. Finally, we
recover the conditional distribution of MPCA when creating y; = Zl wj;, the normalization
constant of the multinomial being independent of the parameters, and simply accounting
for the number of possible bag-of-words representations from y;. It follows that maximum
likelihood inference in the two models are equivalent.

A VARIATIONAL EM ALGORITHM FOR LDA  The likelihood of an observation p(w; | U) is still
intractable for the same reason as before, ruling out the possibility to compute the posterior
p(T, X | W;U) exactly. Thus, Blei et al. (2003) proposed a variational EM relying on a
mean-field approximation of the posterior:

o(X,T) = [ [ o) T [ [ atta).

i=1 i=110=1

Considering U fixed in the VE-step, the CAVI updates are derived thank to Equation (2.5),
dropping every fixed quantities inside the constants:

log ¢*(z;) = B x_, [logp(W,T, X | U)] + const,

d

= Z On + ZE[tilh] — 1 7 log(x;p) + const .
h=1 1=1

logq™(ty) = Es_(,,.x [logp(W,T,X | U)} + const,

d

P
Z E [log(wih)] + Zw“j log(w;p) p tun + const .
h=1 j=1

As already discussed in the previous sections, the optimal updates of CAVI often happen to
have a known parametric form. This is the case here, where we recognize the functional form
of a Dirichlet for ¢*(x;) and a multinomial for ¢*(¢;;), modulo their normalizing constants.
The quantity inside the brackets represents their respective parameters, hence:

q*(x;) =Dg (x; | 7i) Vh,Yin = 0n + D121 Eltan]. (2.17)
q*(zi) = Ma (ta | 1,¢a)  Vh, dun o< exp {Ellog(ain)]} [Th—, U;}f’ .
Finally, the expectations involved are tractable here: E[tyn] = ¢un and Eflog(zin)] =
Y(vin) — V(O Yinr), with ¢(-) the gamma function. As a side note, this is not the case in
MPCA, where T is marginalized out and the expected complete-data log-likelihood involves
expectations of the form E[log(u}wi)] that does not simplify. This explains why the LDA
formulation is preferred for inference, and highlights the nature of T as a convenience latent
variable.
The M-step is a constrained maximization problem over the elements of U with d con-
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straints on the columns: Vh,>" jujn = 1. Isolating terms of the expected complete-data
log-likelihood i.e. the ELBO, depending on U and denoting constraints multipliers as Ay,
the Lagrangian can be written:

LN =T W)+ Sy M (1= un)

d P
SN bun Y wilog(ujn) + 32, An (1 -2 “jh) -

ci
11=1 h=1 j=1

n
1=

Setting its gradient w.r.t u;; to 0 and using the constraints on columns leaves:

V(i h),  wjn o Yo Yoty GinWily- (2.18)

where the oc means that they are normalized such that Vh, > jujn = 1.

While the above models are very popular for both continuous and discrete data dimension
reduction, they are not core-designed for clustering. Although it is common nowadays to
perform dimension reduction before data analysis, it loses the principled approach of both
model-based clustering and probabilistic dimension reduction. For continuous data, numer-
ous analyses would perform PCA before fitting a clustering algorithm. In the same vein,
there have been some empirical attempts to justify clustering with matrix factorization such
as NMF (Xu et al. 2003) or latent Dirichlet allocation, but in practice many methods have
been considered to post-process the topic proportions using standard clustering algorithms
(Liu et al. 2016; Bui et al. 2017). On the other hand, model-based clustering for high-
dimensional data suffers from a form of the so-called curse of dimensionality, mostly due
to the exploding number of parameters to estimate when p is large. For this reason, a
wealth of literature have been focusing on high-dimensional mixture modeling, building on
the ideas of probabilistic dimension reduction. In the following, we develop some popular
instances where these two philosophies have been integrated in a common finite mixture
models framework: namely Gaussian and multinomial mixtures. We refer to Bouveyron
et al. (2019, chap. 8) and McParland and Murphy (2019) for general and comprehensive
surveys of this topic in Gaussian and non-Gaussian settings.

2.4.1 Parsimonious extensions to Gaussian mixture models

The number of free parameters of a Gaussian mixture model is

1
y= K1+ Kp+ KPP o). (2.19)
E_L+5p 2
T m SV

For reasonable values of K and p in real world applications this number explodes, which
is sometimes referred to as a form of curse of dimensionality (Bellman 1957, p. ix). For
instance, when K = 4 and p = 100, it represents 20603 free parameters, which demands a
huge counterpart observation-wise, or else leading to singular estimates for S} and numerical
issues. In addition, admitting that the data is in sufficient amount, the computation of the
posterior probabilities 7;; o< 7 Np(y; | My, Sk) from Equation (2.10) involves the evaluation
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of a Gaussian density, and thus the inversion of S, ! This computational burden, inside an
iterative algorithm like EM, is prohibitive.

2.4.1.a Constrained covariance structure

STANDARD CONSTRAINTS Most of the complexity in parameter estimation and computa-
tions for GMM comes from the covariance matrices Si. A classical approach is to con-
strain it to have a specific form. For instance, restricting it to be a diagonal matrix
Sy = diag(o?,,.. .,a,%p) diminishes the complexity of free parameters from quadratic to
linear with the dimension. Such approach is referred to as Diag-GMM in the literature. Go-
ing further, the covariance matrices may be restricted to be isotropic Sy = ain, inducing
a spherical Gaussian ellipse. This constraint is sometimes called Sphe-GMM. Another way
to reduce the model dimension is to impose homoscedasticity, i.e. the matrices are shared
among clusters Sy = S. This approach is called Com-GMM and may be used in combi-
nations with the constraints above. In the limit case imposing isotropic homoscedasticity
Sk = 02Ip and equal group proportions 7y = 1/K, the CEM algorithm for GMM is similar
to a K-means (Bishop 2006, p. 443).

SPECTRAL CONSTRAINTS  Banfield and Raftery (1993) introduced an efficient framework for
constraining covariance matrices, later generalized by Celeux and Govaert (1995), using
an eigenvalue decomposition of S = )\kaAkD,I, with A\, = \Sk|1/p, D, is the matrix
of eigenvectors and Ay is a diagonal matrix with entries proportional to the eigenvalues.
Several restrictions can be put on a combination of these quantities, recovering the tradi-
tional constraints and more, with a total of fourteen different sub-models implemented in
the mclust R package (see e.g. Scrucca et al. 2016). For example, A\ = 0,%, Dy, = I,, and
Ay = I, recovers the Sphe-GMM model. In addition, this flexible framework admit nice
geometric interpretations of the constraints in term of orientations (Dy), shape (Ay), and
volume (\;) of the Gaussian density ellipsoids.

However, even though some sub-models may greatly reduce the number of parameters,
the quantities at hand are p X p matrices, and there is no direct link to a latent factorization
of the parameters into a product of low-rank matrices as discussed in the previous section.

2.4.1.b  Subspace clustering models

Building on the generative model of factor analysis introduced in Section 2.3.2.a, a significant
amount of work proposed to integrate mixture modeling and dimension reduction in a unified
latent variable framework.

MIXTURE OF FACTOR ANALYZERS ~ Ghahramani and Hinton (1996) proposed a straightforward
extension of factor analysis models into mixtures of such. Aptly named mixture of factor
analyzers (MFA), the generative model is:

x; ~ Ng(0g,13),
zi~ Mg(1l,7), (MFA)
yi=my + Wiz, + ¢, €| {zix =1} ~ Np(0,, ¥y),

with mixture proportions 7 and parameters 8 = {Wj, my, ¥;}r. Tipping and Bishop
(1999a) proposed the same model but with the additional restriction of pPCA Wy = 071,
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recovering a mixture of pPCA. Now, there are two types of latent variables, and integrating
over 1; = (x;, z;) leaves the marginal distribution:

Yi ~ Zﬂk/\/p(mk, WkW,;r + Uy). (2.20)
k

This underlines the interpretation of factor analysis as a particular Gaussian model with a
constrained covariance matrix:

S, = W,W,| + ¥, (2.21)

Notice that the true number of free parameters in each Wj, is pd — @ because of its
rotational indeterminacy (Bishop 2006, p. 577). Therefore, the complexity of estimation is
directly linked to the dimension of the latent space:

d(d—1
7:K—1—|—Kp+K<pd—(2)—|—p).

In this model, one cannot derive analytical formulae for the (MLE), hence inference is done
via an EM algorithm.

MIXTURE OF COMMON FACTOR ANALYZERS The MFA model demonstrates correct perfor-
mances while still suffering in high-dimensional cases. Moreover, the latent scores x; are
now supposed to live in different subspaces spanned by W}, hence losing the easy visualiza-
tion property of the traditional factor analysis. In order to further reduce the complexity of
estimation, Yoshida et al. (2004) and Baek and McLachlan (2008) proposed another formu-
lation of MFA where the mixture is not placed in the observed but in the latent space, with
a common loading matrix U shared among clusters:

Z; ~ MK(I,TI’),
x; | {zik = 1} ~ Na(pr, Z), (MCFA)
yi=Ux; +¢, € ~Ny0,P).

Here, the loading matrix is assumed to be column-orthonormal U TU = I, such that all the
variance is captured in the latent space by 3. Note that the noise covariance is common
across clusters here. Yoshida et al. (2004) originally proposed the model with ¥ = o021,
and Xj diagonal, and Baek and McLachlan (2008) generalized it, calling this specific case
the MCUFSA for mixtures of common uncorrelated factors with spherical-error analyzers.
In the general case, the marginal distribution of y; is:

Yi~ > MmN, (Up, USUT + ), (2.22)
k

highlighting the fact that MCFA is a special case of MFA with constraints mj = U uy, and

W, = UE,lc/ ’R. The graphical models in Figure 2.6 emphasize their difference, but this
slight modification has several implications: apart from reducing the number of parameter

to
d(d+1 d(d+1
7=K—1+Kd+K%+pd—%+p,
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it makes the assumptions that the data being clustered live in the same subspace, whereas
MFA assumes a different subspace per cluster. Thus, it can be seen at performing dimension
reduction and then clustering in the latent space. This framework is convenient since we
can further constrain the covariance 3 to have specific form as in the Diag-GMM and
Sphe-GMM above. Moreover, this improves visualization capability of the method, since
the clustering of the projected data may be apprehended in a common plot e.g. if d = 2.
As for the MFA, inference is done with an EM algorithm working with n = (@, 2;);, and
an implementation is available in the EMMIXmfa R package for both models (Rathnayake
et al. 2019).

T
-, P -

(Wi, my, ¥g)
@ -
=1, , M
. J
(a) MFA
4 N\
™ (B )k
RO O B
(U, ¥)
@ .
=1, , M
. J
(b) MCFA

Figure 2.6: Difference between the MFA and MCFA graphical models.

Mountanari and Viroli (2010) proposed the same generative model except that the loading
matrix is not constrained to be column-orthonormal, but rather the latent mixture parame-
ters py and X, are constrained to respect E[z;] = >, mppr = 04 and V(x;| = I;. Therefore,
(K —1) means and covariance matrices are sufficient to determine the latent mixture param-
eters. This model is called heteroscedastic factor mixture analysis (HFMA) and inference is
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done with an EM algorithm. An implementation can be found in the FactMixtAnalysis R
package (Viroli 2012).

PARSIMONIOUS GAUSSIAN MIXTURE MODELS ~ McNicholas and Murphy (2008) proposed a gen-
erative framework called parsimonious Gaussian mixture models (PGMM) relying on the
MFA decomposition Sy = Wy W, + W, It consists in a family of 8 sub-models described
by 3 letters indicating the presence (C) or absence (U) of constraints on homoscedastic load-
ings W, homoscedastic noise covariance ¥, and isotropic noise covariance ¥y, = o2l,,. The
unconstrained model UUU is the standard MFA model, while the UUC model corresponds
to the mixture of pPCA S} = WkaT + 02I,. Although strongly connected, this frame-
work does not exactly encompass the MCFA model since there is no distinction between
the common loadings and the latent covariance matrices ¥j. In other words, the mixture
is still at the level of observations, not at the level of scores. Thus, working with common
loadings, the MCFA framework is more flexible as it allows to impose a common subspace
while having different latent covariance matrices. An accelerated version of the EM, the
AECM algorithm (Meng and Van Dyk 1997), is used and implemented in the pgmm R
package (McNicholas et al. 2019).

MIXTURE OF HIGH-DIMENSIONAL GMM  Finally, Bouveyron et al. (2007a) and Bouveyron et
al. (2007b) extended the spectral constraints framework of Banfield and Raftery (1993):
Sk = DkAkaT. Allowing each cluster to have different intrinsic dimensions dj, they posit
a specific form for A, = diag(ag1, ..., Qkdy, s, --.,0%). Spherical and homoscedasticity
constraints may be put of the latent variance parameters (ayyp), on the orientations Dy, and
the intrinsic dimensions, leaving a family of 28 sub-models. An EM algorithm is used for
inference and implemented in the HDclassif R package (Bergé et al. 2019), some models have
closed form estimate for the M-step, while others require iterative maximization algorithm.

In Chapter 4, we build on the discriminative latent mixture of Bouveyron and Brunet
(2012a), and propose a Bayesian mixture model for the clustering of high-dimensional data.

Model  Covariance structure Free parameters -y

Full S, K —1+ Kp+ K22l 20603
MFA W, W, + ¥, K—1+Kp+Kd(p— 1)+ Kp 1603
VVE  M\DALDT K—-14+Kp+K+ (p+2K)252 5753
CCU  WWT +¥ K—14+Kp+dp—")+p 800
MCFA U, UT + ¥ K—-1+Kd+ K4 +dp— 24y +p 415
HFMA WQWT + ¥ (K —1)(1+d+ %y 4 gp— W2y 1 p 497

Table 2.1: Non-exhaustive summary of global and local subspace clustering models, with their covariance
structure along with their number of free parameters. The U matrix is column-orthonormal, the matrix W is
only known up to a rotation, W is diagonal, and the Q;, matrices are constrained to respect

>k V(2 | zi = 1) = I. The last column gives the number of free parameters for p = 100, K = 4 and
d=3.
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2.4.2 Factorizing mixture parameters in discrete distributions

2.4.2.a Factorizing mixture of multinomial with the NMFEM algorithm

A popular FMM for the clustering of count data is the mixture of multinomial:

p(Y |7, 0) = HZMM (yi | ci, Or), (MoM)

i=1k=1

with 8, € A,. However, when the dimension p is large, it requires the estimation of K (p—1)
parameters which can be a highly unstable, especially in skewed, zero-inflated real-world
count data such as documents in a bag-of-words model, or RNA-seq data. In a document
clustering context, Rigouste et al. (2007) proposed a detailed evaluation of the MoM model.
Comparing an EM algorithm with a Gibbs sampler, they obtained comparable performances
for both approaches, illustrating the difficulties of high-dimensional estimation.

As an alternative to this problem, Carel and Alquier (2017) proposed to factorize the
mixture parameters @ of the MoM model, which are positive and can be represented in a
K x pmatrix: @ =[0; |...|0x]". The proposed factorization is:

0=XU" with: (X,U)eH:={X eR{UeR S ujp =34 2 =1},
(2.23)

Thus, if d < min(K, p), the number of parameters greatly decreases. The limit case d = K
and X = Ik recovers the unconstrained model. The notations X and U were kept on
purpose to underline the connection with Section 2.3. The difference being that the low-
dimensional representation xj, is shared by all observations y; belonging in the same cluster.

The E-step is common to any FMM and detailed in Equation (2.10) on page 24. For the
M-step, there is no analytical solution for X and U under the constraints in . However, the
expected complete-data log-likelihood can be rearranged, so that the maximization program
in the (¢ 4+ 1)-th M-step is

d
argmax J(X,U) = argmax Z Z{ )log (u mk) — uT:ck} with: y(t) Do Tm Yij,

(X, U)eH (X U)eH 21 ey

= argmin Ly, (Y, UX).
(X, U)EH

Thus, it can be solved via the multiplicative updates of Equation (NMF-KL), normalizing
XD and UY at each pass of the updates to respect the simplex constraints. The
result is an NMF-EM algorithm for mixture of multinomials, which is implemented in the
eponymous nmfem R package (Carel 2017).

In Chapter 3, we introduce a Bayesian version of this model, putting a Dirichlet prior on
. This model may be viewed as a mixture of MPCA and we derive useful properties of
its classification likelihood, along with a variational version of the CEM algorithm for joint
inference and clustering.

2.4.2.b Factorized mixtures of Poisson

The rise of next-generation sequencing technologies had a massive impact on genetics, es-
pecially with RNA-seq data which have known an important success this two last decades
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(Wang et al. 2009). Distinct from the popular micro-array data, these methods provide an
estimation of the expression level of a gene as positive, count data (reads count) instead
of continuous ones (Auer and Doerge 2010). In this context, an observation i represents a
gene, while the variable j represents a condition, e.g. a treatment. Grouping genes having
the same expression profile in different conditions may be of interest for understanding the
underlying biological processes in which they are involved. A particularity of these data
is that each condition j can be repeated r; times, as a replicate of the experiment. Then,
the observations are {yijl}ijl where y;;; denotes the differential gene expression of gene i, in
replicate [ of condition j. In term of the data matrix Y, this amounts to the concatenation
of p column blocks of size r;, for a total of pr columns with r =37, r;.

Rau et al. (2011) proposed a model-based approach for RNA-seq data clustering, consid-
ering a Poisson mixture model with a local independence hypothesis that every replicates in
every conditions are independent knowing their cluster assignment z; (McCutcheon 1987).
Thus, it corresponds to the following marginal distribution:

n

K n
p(Y | mop)=[]D mp(yi | i) =[]

i=1k=1 i=1k

T

p
Tk H P(yiji | prizi)- (2.24)

K
=1 j=11=1

Naturally, with only npr observations for Knpr parameters in the saturated case, the model
needs some constraints to be identifiable. Rau et al. (2011) proposed the two following
factorizations:

Hkijl = wi)"".ﬁ with: Z] rjAkj =1, (PMM-I)
Hkijl = wiSlekj, with: Zj Zl Slekj =1. (PMM—II)
The first parametrization is independent of replicate [, while the second takes into account

the variability of the means across replicates due to experimental conditions with s;. The
latter is considered to be a fixed, known constant in the model, estimated on the data

before inference. Then, an EM algorithm is derived, with &; = ¢; for both case, and
)\,(:;rl) x Y. Ti(,? > Yiji where o means that a normalization constant is set to respect

the particular constraint of the corresponding factorization PMM-I or PMM-II.

Here, we can see that the factorization reduces the number of parameters from Knpr in
the saturated model (which would completely overfit the data with pgij; = vi51), to Kp in
Akj- Note that there is no continuous latent variable interpretation in w; or A here, however
this model is deeply linked to mixture of multinomials. An implementation is given in the
HTSCluster R package (Rau et al. 2015).

LINK WITH MIXTURE OF MULTINOMIALS A well-known fact is that the multinomial distribu-
tion may be written as the conditional distribution of a random vector y; with Poisson
independent coordinates, knowing its total count c:

y~ I Pl i) = yle~ My(c,0) with: 0 =p /3, p;

As noted in (Rau et al. 2015), using this equivalence, the PMM-I and PMM-IT models may
then be seen as a mixture of multinomials model:

Y; | C; ~ Mpr(ci,ok) with: Gkﬂ = Sjl)\kj-
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So far, the discussion on clustering considered the number of components K, and eventually
the latent dimension d as a fixed hyper-parameter. However, in addition to its flexibility,
the statistical framework provides a sound way to choose between different values of K as
a model selection problem. Model selection is a transversal question across statistics, with
a large variety of definitions ranging from information theoretic point-of-view (Hansen and
Yu 2001), to penalized criteria and Bayesian approaches. A general discussion about these
methods and their connections is beyond the scope of this thesis although we refer to Mattei
(2017, chap. 2) for a nice overview of Bayesian model uncertainty. The following contains a
modest discussion focusing on two specific penalized likelihood criteria, popular in model-
based clustering and encountered in this thesis. We refer to Celeux et al. (2019) for a recent
and thorough review about model selection in mixture models.

2.5.1 Bayesian Information Criterion and Laplace's approximation

The problem of choosing between M models My, ..., My, is specially well-posed in the
Bayesian paradigm. The core of Bayesian statistical modeling is the apprehension of uncer-
tainty through prior distributions on parameters p(1), now treated as latent variables. Then,
a central notion in Bayesian model selection is the observed-data integrated likelihood:

(Y | M) = / DY | O M )p(Br | Myy) A, (2.25)

m

also known as the evidence, or type-II likelihood (Berger 2013). Under a uniform prior over
the models, we would like to pick the model m* maximizing the evidence. The latter is
generally an intractable integral over a space of dimension ~,,, and a numerous works are
focused on finding good approximations, see e.g. Friel et al. (2017) and references therein.
Informally, we stress out that integrating over parameters is a natural way of penalizing
model complexity which is sometimes referred to as the Bayesian Occam’s razor (MacKay
2002, chap. 28).

The Bayesian information criterion (BIC) is an asymptotic approximation of the integral
above, based on a second order Taylor expansion of the logarithm of the integrand around
its maximum 9. In the following, the model M is supposed to be fixed, thus does not appear
in the notations for the sake of simplicity. Define g(4) = logp(Y,1), and 9 its maximum.
Then, assuming that the latter exists, lies in the interior of the parameter space, and that
g is twice differentiable, one has:

(9 —9)T Ay(0 — D) +o([[9 —I3),

9(9) = 9(d) —

where A is the negative hessian matrix of g at 9. Then, assuming 9 is close to 9 leaves
a first approximation of the integrand in Equation (2.25), by exponentiating and neglecting
the Taylor residuals:

p(Y,9) = p(Y,9) exp (;(19 — )T A0~ é)) . (2.26)

Integration of this surrogate function over 9 is now tractable since the first term of the
product is constant, and the second one corresponds to an un-normalized Gaussian density
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with mean 9 and covariance A (positive definite since 9 is the maximum). Thus, one has:
/ﬂexp (-é(a _ )T A (D - é)) 49 = (2)7| Ay /2,
with v the dimension of the parameter space, and
logp(¥') = logp(Y | 9) + logp(9) + 1 log(2m) ~ % log | A,|- (2.27)

This method is called the Laplace’s approximation for integral calculation (Tierney and
Kadane 1986). The validity of the latter is discussed in Raftery (1995), who argues that in
the large sample size, the function g is highly peaked around its maximum 19, so that the
higher-order terms quickly vanish in the Taylor expansion.

Then, several other approximations are made. First, 9 is replaced by 9*, the MLE of
Section 2.1, under the classical assumptions (regularity, identifiability, consistency) needed
for the application of Bernstein-von Mises theorem (Vaart 2000, chap. 10.2). Second,
assuming 4.7.d. observations, the law of large number is used to approximate %Ag* by
Jg+, the Fisher information at 9*. Thus, |Ag«| ~ nY|Jg«|. A technical discussion on the
assumptions and the cost of these approximations may be found in Lebarbier and Mary-
Huard (2006). Then, the new approximation is:

logp(Y) = logp(Y | 9*) — %log(n) + log p(9™) — %10g(27r) — log | Jg+|. (2.28)

Op(1)

Finally, the traditional BIC, originally proposed by Schwarz (1978), is obtained by dropping
every Op(1) terms above:

log p(Y | My) = logp(Y | 9;,) — 22 log(n). (BIC)

In fact, discarding every Op(1) terms basically amounts to ignore the prior. The popularity
of the BIC is partly due to this quite appealing form, going from an integral involving a
prior choice, to a maximized likelihood penalized by the dimension of the model. This
rather frequentist way to perform Bayesian model selection has been underlined by several
authors (see e.g. Robert and Rousseau 2016). In addition, an interesting discussion on
the cost of dropping Op(1) error terms can be found in Raftery (1995), who showed for
Gaussian models that a data dependent prior may be set to reduce it to Op(n~1/2). The
BIC also features interesting asymptotic properties as demonstrated in Haughton (1988)
which extended Schwarz’s work and showed it is consistent, meaning that it is asymptotically
able to capture the true model that generated the data if it is among { M, },. Still, note
that several of the assumptions are not as mild as one might hope. In particular, the
identifiability or regularity of the model are often not met in modern statistical models,
which led to generalization of the criterion for these so-called singular models (Watanabe
2013).

Regarding identifiability or regularity, the specific case of mixture models do not avoid
such pitfalls (Yamazaki and Watanabe 2003). However, specific results are available when
the p.d.f. are bounded: Leroux (1992) proved that the BIC almost surely does not underes-
timate the number of clusters, later extended by Keribin (2000) which proved consistency.
This criterion is very popular in the mixture model literature, allowing not only to com-
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pare between different values of K, but also between constrained sub-models as discussed
in Section 2.4 (McLachlan and Peel 2004). Empirical works have demonstrated its perfor-
mance and usefulness on real data analysis (Roeder and Wasserman 1997; Dasgupta and
Raftery 1998) and numerical simulations investigated its behavior in limit cases. Particu-
larly, Celeux and Soromenho (1996) showed its propensity to underestimate the number of
mixture components in low sample-sizes, while Biernacki et al. (2000) illustrated its tendency
to over-estimate it when the true distribution is not a mixture.

Finally, note that the i.7.d hypothesis is crucial to leverage the approximations above, and
is no longer met in other DLVMSs such as the SBM or the LBM. Indeed, the observations
are no longer marginally independent due to the complex dependency structure of their
graphical models as discussed in Section 2.2.2.

2.5.2 Integrated Classification Likelihood

Specific to the field of model-based clustering with discrete latent variable models, a line of
work proposed to take into account the clustering information for model selection, which the
BIC could not (Celeux and Soromenho 1996; Biernacki and Govaert 1997). The integrated
classification likelihood (ICL) was first introduced by Biernacki et al. (2000) for GMM,
although its formulation was extended to any DLVM as:

logp(Y, Z | Myn) = log / DY, Z [ O M )p(On | M) 0, (2.20)

m

Now, as discussed in Section 2.2, the global parameter may be separated in two components
¥ = (m,0) governing the distribution of Z | w and Y | Z, 0 respectively. Considering
the model M,, fixed with K clusters for now, and assuming the prior over parameter is
factorized

p(9) = p(m)p(8), (2.30)

a straightforward application of Fubini’s theorem gives:

o(Y.Z) = /6 (Y | Z,0)p(0) d6 / p(Z | m)p() dme = p(¥ | Z)p(2Z).

In addition, DLVMs assume that p(Z | ) is a product of multinomials parameterized by
7. Thus, taking a conjugate symmetric Dirichlet prior w ~ Dg(q,...,«) parameterized
by a > 0, one can leverage Dirichlet-multinomial conjugacy to obtain an exact integral for
p(Z), Equation (2.29) becoming:

(2.31)

logp(Y,Z) =logp(Y | Z) + 1og{r(0‘K) [1.T(a+ng) } ’

L(a)KT(n + aK)

where ny = >, 2, and I'(-) is the Gamma function. Detailed calculations may be found in
Appendix C.1 on page 149. This second term is common to all DLVMs, whereas the first
term depends on the generative model at hand. Then, the different approaches taken for
computing the conditional evidence logp(Y | Z) leads to distinct criteria.
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LAPLACE'S APPROXIMATION OF THE CONDITIONAL DISTRIBUTION In their seminal paper, Bier-
nacki et al. (2000) proposed a BIC-like approximation on logp(Y | Z) as:
(6)

logp(Y | Z) = mgmxlogp(Y | Z,0) — - log(n). (2.32)

As noted in the original paper, the parameter 0 maximizing this conditional likelihood does
not necessarily coincide with the MLE. However, it is not hard to compute if one resorts to
an EM algorithm, since it may be viewed as the estimate of M-step with T replaced by Z.
Still, the approximation 6 ~ 0* is often done in practice and justified when the cluster are
well-separated (i.e. T~ Z).

The authors proposed a second approximation for the exact term logp(Z), using the
Stirling formula on the T' functions of Equation (2.31), assuming that the n’s are large
enough with n. After having set the hyper-parameter to @ = 1/2, which corresponds to
an uninformative Jeffreys’ prior (Robert 2007, p.129), they discarded every O(1) terms in
Stirling formula finally uncovering;:

K-1

logp(Z) ~ maxlogp(Z | 7) — log(n). (2.33)

The final approximations is given by summing the two above, leaving:

(7] K-1
logp(Y,Z) = mgtxlogp(Y | Z,0)— @ log(n) + maxlogp(Z | w) — )
™

log(n).
Then, the link with BIC is explicit by regrouping the likelihoods and penalizations together:
ICLg1c(Z, Myp) = maxlogp(Y, Z | 9, My, K) — L% log(n), (2.34)

where ., = v(0,,) + K, — 1. Here, we made explicit the dependency on both the clustering
Z and the model M,,. Traditionally, the ICL g;¢ criterion uses Z , a MAP estimate on the
(variational) posterior defined by 7(¢9) in Equations (2.10) and (2.12). Here 9 can be any
estimator of ¥, e.g. the MLE or the MAP. Then Z is plugged into Equation (2.34) for the
calculations.

The ICLpgj¢ criterion is very popular in the model-based clustering literature, and has
also been used in non-Gaussian FMMs such as the mixture of multinomials defined in Sec-
tion 2.4.2 (Biernacki et al. 2010). Moreover, the Laplace approximation of Equation (2.32) is
now valid for any DLVM due to the conditional independence assumption given Z. Thus, its
construction has been extended to SBM (Daudin et al. 2008) and LBM (Lomet et al. 2012)
modulo a factorized Dirichlet prior over row and column partitions. In a clustering per-
spective, it has been emphasized that its performance is very stable for recovering the true
number of clusters, even when the model is ill-specified with respect to the true density of
the data (Biernacki et al. 2000). This is partly due to its bias towards well separated clusters,
while the BIC does not take into account clustering. For instance, in Gaussian mixtures,
the BIC would tend to fit several Gaussian components in a single non-Gaussian cluster,
privileging the density estimation perspective. This observation has led some authors to
plead for a distinction between the notions of mixture component and cluster (Baudry et al.
2010).
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VARIATIONAL APPROXIMATIONS OF THE CONDITIONAL LIKELIHOOD  The ICL ;¢ requires the con-
ditional likelihood p(Y | Z, 0) to be tractable. However, the latter may be intractable when
dealing with an additional integral over some hidden latent variable:

WY [2.6)= [ (Y. X| 2.6)dx.
b'e

This is the case in some extensions of the SBM (Bouveyron et al. 2018) or in Bayesian
treatments of some mixture model such as Chapter 3. However, as suggested in Lomet
et al. (2012), if a VEM algorithm is used to maximize logp(Y | Z,8), the lower bound at
convergence may be used as a surrogate for the maximized likelihood

mg'XIng(Y | Zvava) ~ jZ,Mm(q*ve:n)a (235)
and plugged into Equation (2.32).

NON-ASYMPTOTIC CRITERIA: EXACT ICL  Another line of works has taken the side of computing
the first term of Equation (2.31) exactly, not relying on Laplace approximations. While its
expression depends on the model at hand, the principled way to achieve an exact formula
is through conjugate priors on p(0 | 3) where 3 denotes a set of hyper-parameters for the
priors. Exact expressions have been derived this way for GMM (Bertoletti et al. 2015), the
MoM model (Biernacki et al. 2010), the SBM (Céme and Latouche 2015) and LBM (Wyse
et al. 2017). The corresponding criterion is then exactly the logarithm of the integrated
classification likelihood without approximations:

ICLex(Z, M) =logp(Y | Z, B, M) +logp(Z | M, ). (2.36)

It is particularly useful when B can be set to a value defining an uninformative or a Jef-
freys prior over @, which is the case for multivariate discrete data where consensual non-
informative priors exists.

Motivated by the recent use of selection model criterion as objective functions (Tessier
et al. 2006; Silvestre et al. 2014), another line of works consider a direct maximization of
ICL,; with respect to Z. In a clustering objective, such methods avoid parameter estima-
tion and the use of EM-like algorithms, while performing clustering and model selection in
the same task. Naturally, the discrete nature of the optimization over Z leads to rely on
greedy heuristics, looking for cluster swaps or merges marginally increasing the ICL,,. First
proposed in Come and Latouche (2015) and later extended to other DLVMs, they represent
a new promising field of model-based clustering with good performances and scalable algo-
rithms. In Chapter 5 we address the problem of sensitivity to initialization and introduce an
evolutionary genetic algorithm that efficiently combines several solutions, therefore avoiding
spurious local maxima of Z +— ICL.,(Z). Moreover, we derive a new approximation of the
ICL,; when the Dirichlet parameter o goes to 0. Then, we show how the latter may be
viewed as a regularization parameter in a hierarchical clustering algorithm, constructing a
set of nested and ordered solutions according to the new criterion.

Now that we have reviewed state-of-the-art methods, the remaining chapters will focus on
the contributions of the thesis. Chapters 3 and 4 build on Section 2.4, with a Bayesian treat-
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ment of finite mixture models combining dimension reduction. Chapter 3 tackles the case
of high-dimensional count data clustering, and can be linked to the NMFEM model. Chap-
ter 4 proposes a subspace Gaussian mixture models which, while related to MCFA, imposes
different assumptions on the subspace properties. Both chapters propose new clustering
algorithms relying on variational approximations described in Section 2.1. Then, Chapter 5
is placed in the general framework of Section 2.2, and addresses the problem of clustering
and hierarchical clustering in discrete latent variable models, via a direct maximization of
the ICL,. Finally, we propose a brief summary of these contributions, and a discussion
about future works in Chapter 6.
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This chapter introduces a new model-based algorithm for count data clustering, integrat-
ing mixture modeling and dimension reduction and capable of handling high-dimensional
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datasets. We first describe a Bayesian formulation of the NMFEM algorithm which we call
mixture of multinomial PCA, also known as the probabilistic clustering-projection model
in its LDA formulation. We propose a novel procedure for this model, where inference and
clustering are jointly done by efficiently mixing a greedy classification variational expecta-
tion maximization algorithm, with a branch & bound like strategy on a variational lower
bound. An integrated classification likelihood criterion is derived for model selection, and
a thorough study with numerical experiments is proposed to assess both the performance
and robustness of the method. Finally, we illustrate the qualitative interest of the latter
in a real-world application, for the clustering of anatomopathological medical reports, in
partnership with expert practitioners from the Institut Curie hospital.

Count data is becoming more and more ubiquitous in a wide range of applications, with
datasets growing both in size and in dimension. In this context, an increasing amount of
work is dedicated to the construction of statistical models directly accounting for the discrete
nature of the data. However, it is common to encounter scenarios where the number of
variables p is large with respect to the number of observations n. This is particularly the
case in text applications, where p represents the number of unique words in a corpus of
documents than can be orders of magnitude higher than the number of observations.

3.1.1 Integrating clustering and dimension reduction for count data

In Chapters 1 and 2, we saw that statistical estimations in high-dimensional settings present
some pitfalls. Although geometric and probabilistic dimension reduction methods exist, such
as NMF (Lee and Seung 2001) or MPCA (Buntine 2002), there is a need for principled sta-
tistical approaches integrating model-based clustering. In particular, Section 2.4.2 discusses
the case of mixture of multinomials distributions with the NMFEM (Carel and Alquier 2017)
and the factorized Poisson mixture models (Rau et al. 2015).

Recently, Watanabe et al. (2010) proposed an extension of the mixture of pPCA to
exponential family distributions, putting explicit constraints on their natural parameter.
The proposed variational Bayes algorithm relies on iterative clustering-projection phase,
where the objective function is a variational lower bound of the model evidence with an
additional Laplace approximation step. Specifically relying on topic models, in Chapter 5
of her PhD thesis, Wallach (2008) proposed the cluster topic model (CTM), an extension
of LDA, where the latent topic proportions are now drawn from a mixture of K Dirichlet
distributions with different hyper-parameters. Inference is done with a Gibbs sampling
algorithm. Chien et al. (2017) proposed a variational Bayes algorithm for inference in the
same model, along with a supervised version for text classification. Xie and Xing (2013)
extended this model in their multi-grain clustering topic model, modeling an observation as
a mixture between a global and a second mixture of local models LDA with different topic
matrices. The inference relies on a VEM algorithm. However, we point out that the model
is highly parameterized due to the multiple local LDA model parameters, causing the model
to suffer from over-parametrization in high-dimensional problems with few observations.

In this chapter, we rely on the probabilistic clustering-projection model (PCP, Yu et al.
2005), a Bayesian formulation of the NMFEM model, relying on MPCA as well as mixture
models. In this model, given the latent topic proportions, the law of an observation is a
mixture of MPCA with the topic space U shared across clusters, hence its alternative name:
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the mixture of multinomial PCA (MMPCA). Yu et al. (2005) originally proposed a VBEM
algorithm for maximum likelihood estimation, then performing clustering with a maximum
a posteriori estimate on the posterior cluster membership probabilities.

3.1.2 Contributions and organization of the chapter

In this chapter, we aim at clustering count data in high-dimensional spaces. To this end,
we introduce a greedy inference procedure for MMPCA, focusing on maximizing an inte-
grated classification likelihood. The algorithm is a refined version of the classification VEM
(C-VEM) of Bouveyron et al. (2018), in the spirit of the branch & bound algorithm, where
clustering and inference are done simultaneously. This approach, based on topic modeling,
allows to tackle high-dimensional problems, with a limited number of observations. A ref-
erence implementation of the proposed algorithm is available in the MoMPCA R Package
(Jouvin 2020).

In Section 3.2, we present the model and discuss some useful properties of its classification
likelihood, along with its link to related models. Section 3.3 details the greedy clustering
algorithm and an ICL criterion for model selection. Then, a thorough study on numerical
simulations is detailed in Section 3.4, comparing the performance of MMPCA with other
state-of-the-art methods. Finally, Section 3.5 describes a qualitative analysis for the clus-
tering of oncology medical reports, in partnership with two expert doctors, illustrating the
capacity of the methodology to uncover useful information from count data.

This section aims at describing the MMPCA model, let us first recall some notations. In the
following, Y = {y;}i=1,... v denotes the set of observations, where y; € N?. The total count
for observation ¢ will be denoted as ¢; :== ) ; Yij- In text analysis, p denotes the vocabulary
size when observations are documents represented in a bag-of-words model, and y;; is the
j-th word total count inside document ;. In RNA-seq data, y;; represents the total count
of reads inside gene y; in the j-th biological sample. In ecology, it might denote the observed
number of plants belonging to species j in a geographical site y;. For more details about
abundance count data, we refer to Cunningham and Lindenmayer (2005).

3.2.1 Mixture of Multinomial PCA
Recall the multinomial PCA formulation described in Section 2.3.2.b:

€Xr; ~ Dd((;),

(MPCA)

Yi |z ~ My(ci, Uzy),
where the columns of U are called topics and defines a discrete distribution w.), € A,.
Although MPCA allows dimension reduction on discrete data, it is not designed for clustering
per se. Yu et al. (2005) proposed to integrate these two aspects simultaneously, using
both topic and mixture modeling, in the same probabilistic model that we call mixture of
MPCA (MMPCA) afterwards. Suppose that there are K low-dimensional latent variables
i, representing each cluster topic proportions, drawn independently:

Yk, xp, ~ Dy(0). (3.1)
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Then, conditionally to its group assignment z; and the set X = {x}, each observation is
assumed to follow an MPCA distribution with cluster specific topic proportions:

zi ~ Mgy(1, 7),

MMPCA
yi | {zie =1}, X ~ My(c;, Uzy,). ( )

The generative model is detailed in Figure 3.1. One of the main differences with MPCA is
that the individual latent variable x; now becomes xj, at the cluster level. Note that U
does not depend on the cluster assignment and is common across groups. Knowing X, a
distribution of interest is the conditional classification likelihood, which can be written at
the observation level:

K
p(yi,zi | X;U, ) = H [T My (yi | e, Uzy)] ™™ . (3.2)
k=1

Then, marginalizing on z; leads to the conditional marginal distribution of an observation:

K

p(y; | X;U,w) = Zﬂ'k My (y; | ¢, Uzy), (3.3)
k=1

which corresponds to a mixture of MPCA distributions, hence the model name. In the next
section, we detail another formulation of the model which will prove useful for inference.

O
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Figure 3.1: Graphical model representation of MMPCA.

3.2.2 Link with the NMFEM and latent Dirichlet allocation

Adopting a frequentist point of view considering X as a parameter for a moment, and
looking at the distribution in Equation (3.3), one recognizes the NMFEM factorization of
the mixture of multinomial in Equation (2.23). Thus the MMPCA model may be viewed
as Bayesian formulation of NMFEM. However, the inference and optimization procedures
differ as we will discuss in the next section. Carel and Alquier (2017) propose to focus on a
marginal likelihood maximization through a regular EM algorithm. In this formulation, the
E-step consists in computing the posterior distribution p(Z | Y, X; U, ) which is available
in closed form, while we rely on variational approximations. As for the M-step, the authors
proposed to rely on the multiplicative updates of Lee and Seung (2001) in order to maximize
the EM lower bound with respect to X and U iteratively. Clustering is done using a MAP
estimate on the posterior of Z after convergence.

Moreover, as discussed in Section 2.3.2.b, MPCA admit an equivalent formulation, the
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latent Dirichlet allocation (LDA, Blei et al. 2003) using the bag-of-words token representation
W = {w;};, with y; = ZlC=1 wy;. It happens that MMPCA shares the same link, with a
slight modification of the LDA generative model:

z; ~ Mgk (1, ),

vie{l,...,¢}, ty|{zik =1}, 2 ~ My(1, xp), (PCP)
wi | {tun = 1} ~ Mp(1, w.p).

For any word w;;, its topic assignment ¢;; can be marginalized out, leaving the distribution:

wi | {zi = 1}, 2 ~ Mp(1, Uxy). (3.4)

Similarly to LDA, this distribution is independent of the choice of I, hence (w;;); are con-
ditionally independent knowing {z;z; = 1} and @, and identically distributed from (3.4).
Furthermore, the correspondence with MMPCA appears clearly when marginalizing on z;:

Cq K p
Mp(wir | 1,Uzi) =Y mp [ [ (w] 2i)vs. (3.5)
1 k=1 j=1

K
p(w; | X;U, ) :Zﬂk
k=1 =

Clearly, Equations (3.3) and (3.5) are equivalent, up to the multinomial coefficients which
are independent of the parameters. Actually, this second model is the original formulation
of the probabilistic clustering-projection model by Yu et al. (2005). For similar reason as
in LDA, this formulation will be preferred for inference as the introduction of T' allows
deriving tractable variational lower bound. Hence, we will work with the LDA formulation
throughout the rest of this chapter. Note that this implies a slight change of notation as
W is now employed to design the whole set of observations. This is possible since the token
and count representations are equivalent for this model.

3.2.3 Construction of the meta-observations

While the previous section discusses some useful properties of MMPCA at an observation
level, another interesting feature of the latter arises when working with the whole set of
observed variables. Indeed, conditionally on X, observations belonging to the same cluster
are independent and identically distributed from M, (1, Uxy). This, along with the stability
of the multinomial distribution under addition, suggests an aggregation scheme at the cluster
level.

Proposition 3.1 (Proof in Appendix A.1 on page 134). Let Z = {z1,...,2,} be a set of
discrete vectors in {0, 1}X characterizing the clustering. Then,

a L T BD DHEERTY
pW,X | 2:0) =[] |p(@e) [ () o) - (3.6)
j=1

k=1

In the following, we define the aggregated counts of variable j in cluster k as ij(Z ) =
S ZikYii = Dorey Oty Zikwi;. Then, knowing Z, the p.d.f of Equation (3.6) is equivalent
to that of a LDA model on K meta-observations Wk(Z) ={zpwy,i=1,....n,1=1... ¢}
Therefore, with Z known and fixed, maximum likelihood inference is equivalent in our model
and in a LDA model on the induced K meta-observations. Naturally, the construction of
meta-observations depends on the clustering Z. In the next section, we rely on this property
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and propose a clustering algorithm, alternating between parameter inference in a model with
Z fixed, and a clustering phase where Z is updated according to the current parameters.

We focus in this chapter in maximizing the following integrated classification log-likelihood:
logp(W,Z |U, =) = logZ/ p(W,Z,X,T|U,n)dX, (3.7)
T Jx

with respect to the parameters (U, ) as well as Z. Contrary to the standard missing data
framework of Dempster et al. (1977), we emphasize that Z is not treated as a set of latent
variables and the goal is not to approximate its posterior distribution. Conversely, Z is seen
as a set of binary vectors to be estimated through a discrete optimization scheme. Related to
Bouveyron et al. (2018), this approach is grounded on Proposition 3.1 which, conditionally
to the knowledge of Z, casts MMPCA as a LDA model with K meta-observations, for which
there exist efficient optimization procedures.

In this section, we propose a classification variational EM (C-VEM) algorithm mixed with
an enhanced greedy swapping strategy in order to perform inference and clustering simulta-
neously . First, we derive a variational bound of Equation (3.7), alongside a VEM algorithm
for inference. Then, we detail the proposed clustering procedure for the maximization in
Z. Finally, a model selection criterion is derived from our model to estimate the number of
clusters together with the number of topics, relying on the integrated classification likelihood
(ICL) of Biernacki et al. (2000).

3.3.1 Classification evidence lower bound

As discussed above, Equation (3.7) decomposes as a sum of a LDA term on the K aggregated
meta-observations, plus a clustering term as follows:

logp(W7Z|U77r):10gZ/Xp(W(Z),X,T|Z;U) dX + logp(Z|®). (3.8
T

Here, W (Z) represents the collection of the K meta-observations (Wj(Z));. Unfortunately,
a direct consequence of Proposition 3.1 is that neither the integral in Equation (3.8), nor
the posterior distribution of latent variables p(T', X | Z, W; U, m) have any analytical form.
To tackle this issue, we propose to resort to variational approximation. The derivations are
the same as in Section 2.1.3, except that Z is treated as an observed variable for now, and
not as a latent one. Introducing a distribution ¢(7T", X') on the latent variables, the following
identity is true, for any clustering Z:

logp(W,Z | w,U) = J(q(-); m,U, Z) + KL(q() [ p(- | W, Z;7,U)),

with
j(qv , U7 Z) = ]E(T,X)Nq [Ing(Wv Zv T7 X | ™, U)] +H (Q) . (39)
Equation (3.9) constitutes a lower bound of Equation (3.7), which is an analog of the evidence

lower bound in the standard VEM framework. Furthermore, the posterior being intractable,
we follow Blei et al. (2003), and assume that ¢(-) factorizes over the two sets of latent
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variables, i.e.:

o(T, X) = [[TTat) [T a(=s)-
i l k

3.3.2 Optimization

Considering Z fixed for now, the goal is to maximize 7, with respect to ¢ and the parameters
(w,U). We consider a VEM algorithm as described in Section 2.1.3, cycling over ¢ and
(w,U), while maintaining one fixed. To that end, the following proposition rewrite the
objective as the sum of the LDA variational lower bound on the K meta-observations and
a clustering term.

Proposition 3.2 (Proof in Appendix A.2 on page 134).
J(q; ™, U, Z) = Jrpalq(-); U, Z) + logp(Z | ),

where

JIpa(q; U, Z) = Er x)~q |logp(W(Z), T, X | Z;U)| + H(q). (3.10)

With such a decomposition, maximizing J with respect to m is direct, and most of
the work lies in the maximization of Jypa with respect to U as well as ¢q. The latter
can efficiently be done by constructing the meta-observations W(Z ) and using the VEM
algorithm of Blei et al. (2003).

Although this algorithm has already been described in Section 2.3.2.b, the notations have
slightly changed, hence we recall the updates for the sake of completeness. The following
propositions detail the CAVI update for each individual distribution, i.e. VE-step obtained
from the maximization of Equation (3.10).

Proposition 3.3 (Proof in Appendix A.3 on page 135). The VE-step update for q(t;) is
given by:
q(ta) = Ma(tu | 1, ¢a = (P, - - - Putd))

with

p K Zik
Vi, k), danoc | [Tus | T] exp {W%h) -v (szzl %h/) } :
j=1 k=1

Proposition 3.4 (Proof in Appendix A.4 on page 136). The VE-step for q(X) is

o(X) =[] Pa (x| v = (1, - 0a)) -
k=1

with
n ci
V(k,h),  ven =0k + Y Zik > bith-
=1 1=1
A fixed point algorithm is used, alternating between updates of Propositions 3.3 and 3.4,
until the bound converges. Regarding (7, U), they appear in separate terms of J. The

maximization with respect to U corresponds to the M-step maximizing Equation (3.10),
whereas the optimal 7 is simply the standard mixture proportion estimate.
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Proposition 3.5 (Proof in Appendix A.5 on page 136 and A.6). The M-step estimates of
U and m respectively are:

V(j,h), ujn o Z i:@bilh Wi,

i=1 1=1
K
VEk, T XY pq Zik-

We now detail a clustering algorithm for MMPCA to estimate Z.

3.3.3 Aclustering algorithm for MMPCA

Optimizing the lower bound J in Z is a combinatorial problem, involving searching over
K™ possible partitions. Although it is not possible to find a global maximum within a
reasonable time, several heuristics have been proposed to explore efficiently local maxima.
Among them, greedy methods have received an extended amount of attention. Notably,
Bouveyron et al. (2018) proposed a C-VEM algorithm for the clustering of nodes in networks.
While applicable in this setting, a regular C-VEM algorithm converges to local maxima of
the variational lower bound leading to poor clustering performances. Hence, we propose
a refined version of the C-VEM algorithm inspired from the branch & bound methods.
Considering an initial clustering solution Z, the algorithm starts by the VEM of Section
3.3.2, with Z fixed, and then cycles randomly through the observations. For each y;, all
possible cluster swaps are tested, modifying z;, and leaving other observations unchanged.
For each swap, meta-observations are updated and the VEM algorithm above is used again
to update the variational distributions and the parameters. Then, the swap inducing the
greatest positive variation of J is validated, if any, and (Z, 7, U, q) are updated accordingly.
Moving to the next observation, the algorithm repeats the procedure until no possible swaps
increasing the bound may be found, or when a user-defined maximum number of iterations
is reached. The whole procedure is described in Algorithm 2 as a pseudo-code. A key
difference between the C-VEM algorithm of Bouveyron et al. (2018) is that parameters and
variational distributions are updated for each swaps in the greedy procedure, instead of
being held fixed. This strategy is close to a branch & bound procedure, the lower bound
acting as the surrogate for the objective

Y(Z,q,7,U), logp(W,Z|w,U) > Jpalq; U, Z) + logp(Z | w),

the goal is to efficiently explore a part of the decision tree by temporarily validating a
swap, constructing new meta-observations, and re-maximizing the bound with respect to
the parameters. It can be done efficiently thanks to the fact that a given swap, from cluster
[ to cluster k, only affects meta-observations W; and Wj,. Thus, the cost of each VE-step
is considerably reduced since the only needed updates concern observations in these two
clusters.

Both VEM and greedy procedures are only ensured to converge to local maxima of 7, and
we recommend several restarts with different initial clustering solution Z, selecting the run
achieving the greatest value. We also found that U plays a crucial role in the optimization
algorithm. Therefore, we recommend to estimate it with a regular LDA on the whole set of
observation at the beginning, without aggregating it, and to use it as a starting value for
U. Regarding the initialization of Z, we found that there is a negligible impact of using a
refined initialization strategy instead of a random balanced one. The methodology is robust
to the initialization strategy, which is due to the ability of the branch & bound approach to
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Algorithm 2: Branch and Bound C-VEM algorithm
Data: Y
Result: Clustering Z
Input: @, K, any initializations for Z and U. Maximum number of epochs: F.

q, 7, U+ VEM(Y, Z)
[« T U, 2)
fort <+ 1 to F do
VAR A

for i+ 1 ton do
Find [ such that z; =1

for k< 1 to K do
if k£ #1 then
Set zf,imp ) =1 and
// extra VEM-step: difference with a regular C-VEM
g k) Uk vEM(Y", Z(mP))
f®) — T (W), ) Uk ZEmp)y
Compute: A;(k) « f*) — f .
else
end

end
k* + argmaxy A;(k)

if k* # 1 and Cluster | not empty after swap then
| Set zjpr =1, and f « f&7)

end
if Z == Z(°!4) then Break;
end

efficiently explore the space of partitions.

3.3.4 Model selection

So far, everything described above considered the number of clusters K and topics d given
and fixed. Thus, we still need to handle the task of estimating the best pair (K, d), which can
be viewed as a model selection problem discussed in Section 2.5. In Carel and Alquier (2017),
the authors proposed to rely on the BIC approximation of the evidence, since the observed
data likelihood is available in closed form. In a clustering context, working with a classifica-
tion likelihood, we propose a ICL-like criterion for our model, designed to approximate the
likelihood of Equation (3.7) integrated with respect to the parameters: logp(W, Z). The
proposition hereafter results from a Laplace approximation combined with a variational es-

timation of the maximum log-likelihood, alongside a Stirling formula on the marginal law
of Z.

Proposition 3.6 (Proof in Appendix A.7 on page 137). A ICL criterion for MMPCA can
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be derived

ICLyapea(K,d) = T (q(); m,U, Z)

log(n), (3.11)

where J* is the lower bound evaluated after convergence of Algorithm 2.

3.3.5 Run time and complexity

We now detail the algorithmic complexity of one epoch of Algorithm 2, where U is initialized
once at the beginning and fixed. For an arbitrary observation y; belonging to cluster [,
all possible K — 1 swaps from cluster [ to cluster k are tested, where each swap has the
computational cost of two VE steps in LDA. Indeed, from an implementation point of view,
the only meta-observations affected by the swap are Wl(Z ) and Wk(Z ). Hence, we just
need to update these two meta-observations accordingly, and run the VE-step fixed point
algorithm in order to update ¢; and gi. The latter is simply the cost of computing (¢;, ¢)
and (7, vk) which is O(pd). Indeed, (¢, i) requires to compute 2dp coefficients, whereas
(71, vk) requires only 2K . There is an alternation between these two steps until convergence
of the evidence lower bound, but, in practice, the convergence is really fast and there is no
need for more than a few iterations for each VE-step. In conclusion, it makes O(nKdp)
operations for one epoch. In the experimental setting of Section 3.4.3, one run of Algorithm
2 takes between 2 and 3 min on a single CPU with a frequency of 2.3 GHz, and Figure 3.8
shows the computational time evolution according to n.

A specific simulation scheme is detailed in the following, in order to evaluate the performance
of Algorithm 2.

3.4.1 Experimental setting

Hereafter, unless stated explicitly otherwise, the number of observations is fixed to NV = 400,
with total count ¢; = 250, Vi. The matrix U is computed only once on the whole corpus with
a mixed strategy of a Gibbs sampling estimate as a starting point for the VEM algorithm
of Blei et al. (2003). The maximum number of epoch in Algorithm 2 is fixed to E = 7, and
Z initialized randomly.

We describe hereafter how we simulate data from an MMPCA model. We propose to use
the following values for model parameters:

0.50 0.17 0.17 0.17
0.17 0.50 0.17 0.17
0.17 0.17 0.50 0.17
0.17 0.17 0.17 0.50
0.33 0.17 0.33 0.17
0.17 0.33 0.17 0.33

K*=6,d =4, X" =

It corresponds to a setting where each of the first four clusters is peaked towards one of the
four topics, whereas the last two clusters are more mized across topics.
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Topics are defined using the empirical distribution of words across four different articles
from BBC news, talking about unrelated issues: the birth of Princess Charlotte, black
holes in astrophysics, UK politics, and cancer diseases in medicine. The matrix U* is then
simply computed as the row-normalized document-term matrix of those four messages, and
exhibits a strong block structure, implying that each topic uses a different set of words. The
vocabulary size is p = 915, which makes it a fairly high-dimensional problem.

" ‘H ‘

200 400 600 800

Figure 3.2: Visualization of the matrix U*. Darker grey indicates stronger probabilities.

As we are dealing with a clustering task, a similarity metric, invariant to label switching,
should be used to evaluate the quality of the recovered partition. Several choices are possible
in the literature, here we chose the Adjusted Rand Index of Rand (1971) as it is a widely
used and accepted metric in the clustering literature.

All experiments were run using the R programming language with the following methods
comparison:

1. The non-negative matrix factorization algorithm proposed in Xu et al. (2003), denoted
as NMF.

2. A clustering found by maximum a posteriori on the latent topic proportions of a LDA
model. Inference is done with a VEM algorithm, with d fixed to d*.

3. A Gaussian mixture model (GMM) with K* components in the latent space X of an
LDA with d* topics. This method will be called GMM. LDA.

4. A simple mixture of multinomial model for count data clustering, denoted as MixMult.

5. The NMFEM algorithm of Carel and Alquier (2017).

6. The factorized Poisson mixture model of Rau et al. (2011). This method is denoted
as HTSclust, from the eponym package.

Our implementation of Algorithm 2 also relies on the topicmodels package of Hornik and
Griin (2011)* for the VE-steps and lower bound computation detailed in Section 3.3.2

3.4.2 Anintroductory example

Figure 3.3 shows the joint evolution of the variational bounds and the adjusted rand index
on a run of Algorithm 2. The random initialization gives an ARI close to 0, which is
expected, then we observe a quick maximization of the bound on the first epoch, which

* Available on the CRAN
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also corresponds to an amelioration of the ARI. After the first epoch, the bound growth is
less pronounced, although swaps still happen at this stage. It tends to indicate that the
marginal bound increase of a swap is decreasing. Furthermore, the passage from a good
partition to the true one is done with an almost constant bound in the third epoch. Once
the true partition is attained, no more swaps can maximize the bound. Hence, in this simple
setting, the local maxima of the bound coincide with a maximum ARI. In the next section,
we propose more complex simulations through the addition of a noise parameter.
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Figure 3.3: Lower bound (up) and ARI (down) evolution during a full run of the algorithm.
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3.4.3 Robustness to noise

Leaving U* unchanged, hence controlling for its complexity, we propose to focus on X* to
investigate the robustness of our method. Indeed, in order to complicate the simulation, we
introduce noise in the observations by changing the distribution in the latent space. Indeed,
fixing ¢ € [0, 1] and modifying the generative process of the MMPCA model described in
3.2.2, we now draw:

ti | {zi =1}, & ~ (1—€) Ma(l,x}) + eld({1,...,d})

Thus, € = 0 implies that each token in cluster k follows the standard MMPCA distribution
Mq(1, ). When € reaches 1, there is absolutely no cluster structure to be found and the
groups are totally mixed since they all share the same common discrete distribution over
topics U({1,...,d}).

Moreover, the strength of mixture modeling approaches is also to capture unbalanced
cluster sizes. We propose to control group proportions via a parameter A such that m
A =k The case A = 1 corresponds to balanced clusters, whereas A < 1 put more emphasis
on cluster 5 and 6, which may be considered as the difficult ones, considering that they are
peaked towards two topics instead of only one.

Figure 3.4, 3.5 and 3.6 represent the mean ARI of each method with respect to the noise
level, for A = 1, 0.85 and 0.7 respectively. For every possible pair (A, €), means and standard
errors are computed across 50 simulated datasets. The noise grid goes from ¢ = 0, by 0.05
steps, to € = 0.7, since beyond this limit none of the tested methods is able to recover the
true partition, the cluster structure behind being almost non-existent.

Overall, MMPCA performs really well when compared to competitors, demonstrating
robustness both to noise and unbalanced clusters. The best competitor seems to be GMM.LDA,
which, while basic, is advantaged by the knowledge of (K*,d*), despite lacking a model
selection criterion. The NMFEM method, which is the closest to our model, seems to
perform quite correctly for low noise levels, but exhibits poor stability and efficiency with
respect to noise. Moreover, it really seems to suffer from the high-dimensional setting, with
fewer observations than variables. The stability of MMPCA over NMFEM advocates for
the Bayesian approach, putting a prior on X, which allow smoothing the dimensionality
effect. The differences may also arise from the marginal versus classification likelihood
maximization, and the algorithms used for optimization. The mixture of multinomial is
really sensitive to noise and to the high-dimensional setting as well, thus supporting the
idea of a latent topic factorization of the true parameters. The clustering obtained by LDA
performs poorly, which is not surprising since LDA is not a clustering model for count
data. Finally, NMF and HTScluster also exhibit a strong stability to noise while clearly
underperforming compared to other methods for this scenario.

3.4.4 Model selection

While the results above are encouraging for MMPCA, they are conducted with the true
values (K*,d*) = (6,4). This section evaluates the capacity of the ICL criterion proposed in
Section 3.3.4 for every value of A\ with € = 0, since this corresponds to the true model. The
results are shown in Table 3.1, computed on 50 datasets for each value of A. It demonstrates
a good performance for A = 1 and 0.85, while seeming sensitive to unbalanced clusters,
as shown by the poor performance when A = 0.7. Interestingly, for A = 0.7, the criterion
still selects K = 4 or K = 5, indicating that it could not capture smaller clusters, the high-
dimensional setting with few data points for the smallest cluster complicating the asymptotic
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Figure 3.4: A = 1. Mean ARI per noise level €, with error bars. Each score is calculated on 50 simulated
datasets.
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Figure 3.5: A = 0.85. Mean ARI per noise level €, with error bars. Each score is calculated on 50 simulated
datasets.

in approximations.

3.4.5 Sensitivity to sample size

This last experiment aims at comparing the sensibility of every method to the dimensionality
of the problem. Keeping the setting of Section 3.4.3, with A = 0.85 and € = 0.2, 50 datasets
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Figure 3.6: A = 0.7. Mean ARI per noise level ¢, with error bars. Each score is calculated on 50 simulated

datasets.
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7 /o 0 0 0

8 [[o 0o 0 0

A=07

Table 3.1: Percentage of correct selections with ICL on 50 simulated datasets. The actual number of clusters
and topics are K* = 6 and d* = 4.

are simulated with an increasing sample size. Results are shown in Figure 3.7, in terms of the
n/p ratio. MMPCA clearly demonstrates a great stability beyond n/p = 0.1, while GMM.LDA
seems to be more sensitive, even at large sample sizes as the error bars demonstrate. It also
indicates that NMFEM can perform well in this experimental setting, which was expected,
although it still needs far more observations than the aforementioned methods to reach the
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same performance. Basic mixture of multinomials also presents some amelioration with an
increased sample size, yet still suffering from the high dimensionality of the problem. As
for NMF and HTSclust, they present a remarkable stability in this scenario, not seeming to
benefit from the increasing number of observations.
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Figure 3.7: Stability with respect to sample size.

3.4.6 Computational complexity

Finally, Figure 3.8 shows the computational time of Algorithm 2 for increasing values of
N € {50,100,...,1000}, and for K = 6, d = 4 and p = 915. As we can see, Algorithm 2
exhibits a linear growth with NV, as discussed in Section 3.3.5. Moreover, the figure shows
the complexity of running LDA with d = 6 and d = 4 topics. As we can see, relying on
LDA.K6 for clustering, on LDA.K4 for topic modeling, or both at the same time, induces
computational times of the same order of magnitude as Algorithm 2.

With 58,000 new cases in 2018 in France (Defossez et al. 2019), breast cancer is the most
common malignant disease in women. Earlier diagnosis and better adjuvant therapy have
substantially improved patient outcomes. The pathologist establishes the diagnosis and
provides prognostic and predictive factors of response to treatments. This is done by ob-
serving microscope slides of biological samples from both core needle biopsies and surgical
specimens. Indeed, the microscopical aspect of cellular constituents and architecture are a
fundamental part of diagnosis. Thus, information such as the histological type of the lesion
(Lakhani 2012), the histopathological grading (Ellis and Elston 2006), or molecular classi-
fication (Sorlie et al. 2003), are recorded in medical reports. The latter are heterogeneous,
unstructured textual data, varying both with the pathologist writing style and with the
change in medical conventions throughout time. Although we have access to the pathologist
conclusion on the lesion type, i.e. the label, it is of interest to perform a deeper analysis to
understand the variety and richness of information present.
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Figure 3.8: Mean computational time for 10 runs of Algorithm 2, LDA with d = 6 and d = 4 topics. The
number of observations is increasing while the dimension is fixed to p = 915. The simulation setting is the same
as the one in Section 3.4.3 with ¢ =0 and A = 1.

The dataset considered here consists in about 900 medical reports from the anatomopatho-
logical service of Institut Curie, a French hospital specialized in Cancer treatment. These
reports describe histological lesions in tissues sampled from the core needle breast biopsy.
The lesions considered can be of two types: either benign, meaning there is no need for
a medical care, or malignant lesion requiring specific care such as surgery, chemotherapy,
and/or radiotherapy. World health organization classification of tumors of the breast divides
malignant breast carcinomas in several types, including two main sub-categories (Lakhani
2012): non-special type (NST, e.g. ductal) and lobular. In this study, only these two sub-
types of invasive cancer are considered. Removing the conclusion from all documents, we
only keep the descriptive part, and are interested in clustering those anatomopathological
reports to understand the information present in them. For this, Algorithm 2 was run
with K = 2,...,10 and d = 2,...,7 on a document-term matrix consisting of unigrams
and a short hand designed word list. The vocabulary size is 302 and the ICL criterion of
Proposition 3.6 chose K = 7 clusters and d = 5 topics.

In order to make a qualitative analysis of the results, Table 3.2 shows the number of label
assignments for each cluster. The algorithm has found a clear separation between benign
lesions in cluster 4, lobular invasive carcinoma in cluster 1, and NST invasive carcinoma split
in the 5 smaller clusters. Observing the three NST documents in Cluster 4 revealed that
they focus a lot on describing benign lesions with minor invasive ones, thus explaining their
clustering. Moreover, the smaller NST clusters are quite interesting since we recover some
of the known prognostic and predictive factors of carcinomatous lesions. Indeed, cluster
5 is the biggest cluster and corresponds to a high-grade invasive NST carcinoma which is
expected. Cluster 7 contains a lot of description of the stroma, which is known to have a
major impact on response to the chemotherapy and patient outcome. As for the architecture
aspect, Cluster 3 and 6 contains reports with well-differentiated architectures for the former
and undifferentiated for the latter, implying a higher level of malignity. When looking at
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Cluster 2, we may see that there is a lot of microcalcifications and in-situ’ cancerous lesions
in the report descriptions. This can be explained by the fact that almost all samples present
in this cluster came from a particular type of breast biopsy: macrobiopsy. These are almost
exclusively used to search for cancerous lesions after the detection of microcalcifications
in a breast mammography. Indeed, microcalcifications are considered as suspect in the
development of cancerous tumors, especially the in-situ NST ones. This is interesting to
know that we can recover information such as the type of medical exam from the description
of tumorous lesions when it does not appear in the text .

Benign Non special type carcinoma (e.g. ductal) Lobular carcinoma

1 0 0 43
2 1 31 1
3 0 106 0
4 231 3 0
5 0 211 0
6 0 126 0
7 0 113 0

Table 3.2: Confusion matrix of document label along cluster.

Making use of the property described in Proposition 3.1, we estimate the topic matrix
U and the cluster topic proportions X on the 7 meta-documents aggregated according to
the final clustering. The variational estimate of all xy, consisting of the normalized ~, is
given in Table 3.3, while the most probable words per topic are shown in Figure 3.9. The
topic analysis provides a deeper insight and concordant results with the qualitative analysis
above.

Topic 1. This topic focus on general descriptive aspects of a tumor. In particular, words
like "tumoral”, "tumor”, or “cytonuclear” are commonly used in medical reports when
describing a tumor lesion. A word like "abundant” is related to stroma description, which
explains why Cluster 7 is peaked toward this topic.

Topic 2. With keywords like ”invasive ductal carinoma” corresponding to the lesion
type and ”poorly”, ”high” corresponding to the histopathological grading of the tumor
(Ellis and Elston 2006), this topic correspond to high-grade invasive ductal carinoma.
Interestingly, Cluster 5 is completely peaked towards topic 2, and the analysis of the
grade reveals that most of them are from intermediate to high.

Topic 3. The keywords ”independent cells” and ”fibro-elastic stroma” are commonly
used to describe ”invasive lobular carcinoma” lesion. As expected, Cluster 1 is entirely
peaked toward this topic since it contains all invasive lobular carcinoma.

Topic 4. Containing some keywords like ”in situ”, "high”, “intermediate” or "necrosis”,
this topic is clearly related to the lexical field of in-situ lesions that can be associated
with invasive cancer. We can see that Cluster 2, 3 and 6 are associated to this topic.
It was known for Cluster 2 since it involves microcalcifications. However it brings some
more information about the two other clusters.

fIn-situ cancers are pre-invasive lesions that get their name from the fact that they have not yet started
to spread. Invasive cancer tissues can contain both invasive and in-situ lesions in the same slide.

68



Topicl Topic2 Topic3 Topic4d Topich
T 0.00 0.01 0.98 0.00 0.00
T 0.19 0.11 0.04 0.38 0.29
T3 0.13 0.09 0.01 0.76 0.00
Ty 0.01 0.00 0.01 0.01 0.97
x5 0.00 1.00 0.00 0.00 0.00
T 0.05 0.65 0.03 0.26 0.01
x7 0.74 0.12 0.03 0.11 0.00

Table 3.3: The matrix of estimated (x)1,...,7. The topics are associated to those described in Figure 3.9.

Topic 5. This topic is characteristic of the benign lesions lexical field. The keywords
”cylindric metaplasia”, "fibrocystic” or "simple” are related to benign breast lesions that
are all grouped inside Cluster 4. It also contains “microcalcification” which is character-
istic of Cluster 2 as explained above.

tumoral adénocarcinome canalaire infiltr
dénombr peu
évident trabéculair
tumeur essentiel
lactiv darchitectur
met élev
cytonucléair néoplas
abond tissu
lexamen fragment
trabéculair adénocarcinom
T T T T T
Topic 1 Topic 2 Topic 3 Topic 4 Topic 5

Figure 3.9: Most probable words per topics estimated on the aggregated Document Term Matrix.

In this work, we introduced a new algorithm for the clustering of count data based on a
mixture of MPCA distributions, allowing associating the dimension reduction aspect of topic
modeling with model-based clustering. The methodology maximizes a variational bound
of an integrated classification likelihood of the model in a greedy fashion, handling both
parameter inference and discrete optimization with respect to the partition. In addition, an
ICL-like model selection criterion was proposed to select the number of clusters and topics.
Experiments on simulated data were used to assess the interest of the proposed approach,
its performances comparing favorably with other methods in different scenarios. Notably,
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Q=10 - -1152 -512 -201 -306 -504
Q=9 - -1001 -474 -81 -269 -405
Q=8 - -1192 -405 -59 -320 -405
Q=7 - -952 -408 0 -353 -420
Q=6 - -846 -315 -87 -242 -496
Q=5 - -978 -467 -444 -743 -718
Q=4 - -1131 -889 -842 -1037 -1058
Q=3 - -1115 -1426 -1448 -1688 -1890

Figure 3.10: Model selection for MMPCA on the Curie anatomopathological report datasets. The ICL criterion
values are displayed with the maximum value subtracted for visualization purpose.

a real data application in medical report clustering illustrated the capacity to unveil some
relevant structure from count data.
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In the previous chapter, we introduced a Bayesian treatment of a factorized mixture
of multinomials for count data. In this chapter, we propose a Bayesian extension of the
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discriminative latent mixture model (DLM, Bouveyron and Brunet 2012a), related to MCFA.
A clustering algorithm, the Bayesian Fisher EM, is derived, and a model selection criterion
is proposed via the integrated classification likelihood. Simulation on numerical data shows
a significant gain of our methodology.

Consider a data matrix Y € R™*P consisting of continuous observations y; that we want to
cluster into K classes. As discussed in Chapter 2, the Gaussian mixture model is well suited
for such a task, with:

n

K
p(Y [m,m,S)=[]D mNy(yi | ms, Se). (4.1)

i=1k=1

However, it suffers from a form of the famous curse of dimensionality, as its covariance
matrices S involve a number of parameters growing with the squared of the dimension. In
such a context, the number of observations required to fit high-dimensional data may be
very large.

On the one hand, some approaches rely on unsupervised dimension reduction such as
PCA of factor analysis to project the data prior to model fitting (Ghosh and Chinnaiyan
2002). However, such transformations do not take into account the clustering task at hand
and might induce a loss of relevant discriminative information, in addition to losing the prin-
cipled approach to model-based clustering. Indeed, Chang (1983) designed a 2-component
simulation setting in dimension p = 15 where the groups are best discriminated on the space
defined by the first and the last components, as represented in Figure 4.1. Another example
of this phenomenon is also given in McLachlan and Peel (2004, sec. 8.2) in dimension p = 5.
Model-free heuristics have also been proposed for subspace clustering, seeking for regions of
high-density within the observed space. The CLIQUE algorithm (Agrawal et al. 1998) is
a popular instance of such methods, and the building block for many others. We refer to
Parsons et al. (2004) for a comprehensive review on this subject.

On the other hand, a wealth of literature has focused on developing parsimonious models
of Equation (4.1) consisting of low-rank factorization of the covariance matrices, reducing
the number of parameters to estimate. Section 2.4 contains a detailed introduction of these
models, based on a factor analysis formulation, which may be interpreted as dimension re-
duction methods, searching to cluster the data in low-dimensional subspace(s). Maximum
likelihood inference is always preferred in these models, usually via an EM algorithm. How-
ever, only a subset of these models share a common subspace for all the data, which is
of interest for visualization purpose. Moreover, without further clustering information, the
estimated latent subspace may be biased toward density estimation, preserving the variance
of the observed data as much as possible, rather than clustering and explicit separation of
the groups. These objectives are not always aligned as Figure 4.1 suggests, and in order to
circumvent this issue, several works introduced the notion of a discriminative subspace.

4.1.1 Discriminative subspace: from classification to clustering

In the supervised framework, where Z is observed, the tension between signal representation
and signal classification is well known and analogous to the distinction between density
estimation and clustering. Fukunaga (1990, chap. 10) discusses this in detail, introducing
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1
2

Figure 4.1: Chang (1983) data set with n = 300 observations projected on the 1st, 2nd and 15th principal
components respectively. Colors and shapes indicate the true cluster membership. We see that the last principal
component contains important discriminative information in terms of clustering, while the second principal
component is not suited for the task.

the notion of class separability along with 4 different possible criteria to measure it. The
idea is to find a linear subspace U in which the group means are well separated while the
within-class variance is small. The most popular criterion for such a task is a generalization
of Fisher’s Linear Discriminant Analysis (Duda et al. 2000, chap. 4):

F(U) = Tr (UTSWU)*lUTSBU} , (4.2)

where Sy = (1/n) > 0 > —1 (Y — M) (yi — m;,) | is the within-class covariance matrix
of the data, while S = (1/n) >, nk(mi — §)(my — )" is the between-class covariance.
This criterion computes the trace of the ratio between the within-class and between-class
covariance matrices in the latent space, and its maximization with respect to U translates the
goal of a discriminative subspace. Without orthogonality constraints, the maximization of
Equation (4.2) happens to be equivalent to a generalized eigenvalue problem Spu = ASywu
which can be solved efficiently, even when Sy, is singular (Ye 2005). Moreover, since the
rank of the matrix Sg is at most K — 1, there is only d < K — 1 dimensions of interest.

In an unsupervised context, Z is unknown, and the scatter matrices Sy, and Sp can-
not be formed. Still, building on these ideas, some works have been proposed to adapt
the criterion. In the goal of feature selection for clustering, Dy and Brodley (2004) com-
pared maximum likelihood approaches with the maximization criterion of Equation (4.2),
highlighting the interest of both in different contexts. Feature selection can be cast in the
framework of dimension reduction where U is forced to be a (0, 1)-matrix with columns’
non-zero index indicating the subset of d selected variables (Nie et al. 2008). For cluster-
ing applications, Torre and Kanade (2006) proposed the Discriminative Cluster Analysis,
combining k-means and linear discriminant analysis. In a visualization approach, Scrucca
(2010) proposed to project the data in a subspace minimizing the Fisher criterion, using
the partition given by the model of Equation (4.1). It relies on a modified version of Sp
taking into account variability between within-class covariance, and demonstrates good vi-
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sualization power. However, this method is post-inference and still requires to fit a GMM
in the observation space which is prohibitive in real high-dimensional scenarios. Finally,
Bouveyron and Brunet (2012a) proposed the discriminative latent mixtures (DLM) model,
which treats the estimation of the latent subspace as a separate problem from maximum
likelihood estimation. The proposed model is close to the MCFA of Baek and McLachlan
(2008), although inference is different and done via the Fisher EM algorithm which mixes
the EM strategy with an F-step. In the latter, the current posterior membership probabil-
ities 7;, are used to compute the scatter matrices Sy and Spg, and U is supposed to be
discriminant, maximizing Equation (4.2) with orthogonality constraints.

Note that, albeit not directly related to high-dimensional estimation, the idea of incorpo-
rating clustering information is popular in the context of mixture modeling. It dates back
to the CEM algorithm (Celeux and Govaert 1992) aiming at maximizing the classification
likelihood for inference. It is also present in the ICL criterion of Section 2.5 for selecting
the number of clusters. This trade-off between clustering and density estimation led to the
proposition of differentiating between the notion of mixture component and cluster in GMM
(Baudry et al. 2010), the former being a combination of the latter.

4.1.2 Contribution and organization of the chapter

In Section 4.2, we introduce a Bayesian formulation of the DLM model putting a prior on the
mean in the latent space, with a hyper-parameter A controlling the between-class variance.
Following Bouveyron and Brunet (2012a), we derive a family of sub-models with constraints
on the latent covariance matrices, and discuss its links to existing methods. Then, the
posterior now being intractable, Section 4.3 introduces a variational extension of the Fisher
EM algorithm for simultaneous clustering and dimension reduction. Section 4.4 assesses the
corresponding Bayesian Fisher EM algorithm in several high-dimensional scenarios on both
simulated and real data, along with a detailed comparison with state-of-the-art model-based
subspace clustering models.

4.2.1 Discriminative latent mixture

Bouveyron and Brunet (2012a) proposed the following generative model, relying on the idea
that K — 1 properly chosen dimensions are sufficient to discriminate between K classes. It
is based on a factor analysis like formulation with a linear Gaussian model:

zi ~ Mg (1,7),
z; | {zi = 1} ~ Na(pe, i), (DLM)
y;, = Ux; + €, €; | {Zik = 1} NNp(Op,\Ifk).

Here, the matrix U is constrained to be column-orthonormal U 'U = I, and form the basis
of a low-dimensional subspace of dimension d < min(K — 1,p), which is called the discrim-
inative subspace. When the latent variables are integrated out, the marginal distribution is
a constrained GMM:

K
yi~ > T Np(Upe, US U + W),
k=1
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This model relates to the MCFA model presented in Section 2.4.1, except that the latent
dimension is constrained to be at most K — 1, and U is considered to be discriminative in
the sense of Fisher’s criterion. Moreover, the noise matrices ¥, are not constrained to be
common across clusters nor diagonal anymore, but rather to be isotropic in the orthogonal
of the subspace. Formally, define D = [U,V] where V € RP*(=d) g the orthogonal
complement of U in RP. Then Wy is assumed to respect:

U'0,U = 044, V0,V =3I, 4, VI®,U =04,_aqxa-

These constraints amount to say that the covariance matrix Sy is block diagonal after being
rotated by D. In other terms, writing A, = DTS, D, the DLM model assumes that:

)N 0 d<K-1

Ak = diag(zkaﬂkIp—d) =

0 Bchp—d (p - d)

This hypothesis implies that the discriminative subspace contains the relevant clustering

information, while the noise variance lies in the orthogonal directions. The model parameters
are ¥ = (m,u, X, U).

4.2.2 A Bayesian formulation and the family of sub-models

We propose a Bayesian extension of the DLM model where a prior is put on gy as in the
standard Bayesian Gaussian mixture models:

K
plp | v, A) = [ Valp | v, ML), (4.3)

k=1

Here ) is a hyper-parameter controlling the spreading of the py’s in the latent space. The
rest of the model and assumptions is unchanged and we refer to this Bayesian version as
BDLM;|x, g,], which is represented as a graphical model in Figure 4.2. The set of parameters
is then ¥ = (7, X, U, B) of dimension
d(d+1)

d(d+1
vk 14 gD | ddrD)

K
> 5

and Section 4.3 discusses inference and clustering.

Considering specific constraints on the matrix Ay, one can derive a family of sub-models
for the BDLM as in the original DLM. Akin to the spectral constraints of Banfield and
Raftery (1993) described in Section 2.4.1, one can assume a combination of hypotheses on
the structure of the latent space covariance X; and the noise covariance Wy, for a total
of 12 models. First homoscedasticity constraints of the type ¥ = 3 or ¥, = ¥ may
be considered, denoted as BDLM[xg,), BDLM[x, ), and BDLM|x3) where the subscript &
denotes heteroscedasticity of the concerned parameter. Moreover, the covariance X, can
be further assumed to be diagonal diag(ail, ceey a%d) leaving 4 possibilities depending on
the homoscedasticity hypothesis denoted as BDLM,,, 3,], BDLM|q, ,], BDLM|,,, 51 and
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Figure 4.2: Graphical model representation of the Bayesian discriminative latent mixture model.

BDLM|,, 6. Finally, the latent covariance may be considered isotropic ¥y = a%Id, and
the corresponding 4 sub-models are noted as BDLMy,, g,;, BDLM|qg,;, BDLM|,, g and
BDLM|,4;. A comprehensive summary of these sub-models, along with their number of free
parameters is given in Table 4.1.

Model Number of free parameters -y p=100, K =4
Ful-GMM K — 1+ Kp 4 K2&H) 20603
Sphe-GMM K — 1+ 2Kp 803
BDLMs, 5, K —1+ KD 4 pg— 4D 4 325
BDLMs;, K—1+KM+ pd — 4 322
BDLM[ss,) K — 14 %0 4 g AED  g¢ 307
BDLMgs K —1+ d“” Dt pd — “”1) +1 304
BDLM,,,, 5] K —1+ Kd+pd— @ +K 313
BDLM,,,5 K —1+Kd+pd— %0 11 310
BDLM,, 5, K —1+d+pd— d“) +K 304
BDLM{,, 5 K —1+d+pd— <d+1> +1 301
BDLM{,, 3, K —1+K +pd— M +K 305
BDLM,, 5y K —1+K +pd— d“) +1 302
BDLMp,z,) K —1+1+pd— @ + K 302
BDLMp,5 K —1+1+pd— 20 4 299

Table 4.1: The BDLM family of sub-models with their associated number of free parameters, along with related
model-based subspace clustering models. The dimension of the latent space is fixed to d = K — 1 in the last
examples. See also Table 2.1 on page 41 for a comparison with related common subspace clustering methods.
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4.2.3 Link with parsimonious Gaussian models

As an extension of the DLM model, the BDLM model inherits its connections to the other
model-based subspace clustering models described in Section 2.4.1. Indeed, they share the
same global linear Gaussian model formulations, with a common loading matrix U. The
MCFA model (Baek and McLachlan 2008) is the closest to the DLM model although the
assumption on the nature of the subspace and the noise matrix W;, are different. This model
also shares deep ties with the heteroscedastic factor mixture analysis (HFMA Montanari and
Viroli 2010) where the latent scores again follow a mixture of Gaussian distributions and
a common loading matrix. However, the linear transformation U is not constrained to be
orthonormal here, and other identifiability constraints are put on p and ¥j such that the
scores are standardized in the latent space. The PGMM family of McNicholas and Murphy
(2008) also contains 4 constrained MFA models CUU, CCU, CUC and CCC, with common
loadings across clusters S, = WW T +®,.. Note that these models do not put the mixture in
the latent space but in the observation one, which does not allow putting further constraints
on Y. Finally, Bouveyron et al. (2007a) proposed a family of 28 constrained Gaussian
mixtures for high-dimensional data, among which 14 share common orientation matrices.

Related to our approach, a fully Bayesian extension of the MCFA model was proposed
in Wei and Li (2013), putting a Dirichlet prior on the mixture proportions 7, a standard
Gaussian on each column of U and a Gaussian-inverse-Wishart prior on (u, 3). However,
the marginal distribution of «; in this model is now a mixture of Student t-distribution which
differs from the mixture of Gaussian in our model. In addition, the factor loading matrix
is no longer assumed to be column-orthonormal, and as in MCFA the subspace spanned by
U is not considered discriminant. The authors proposed to rely on a variational Bayes EM
algorithm to approximate the posterior distribution of the parameters.

In the following we propose a clustering algorithm based on the joint maximization of the
Fisher criterion and the observed-data likelihood. The latter is intractable, and contrary
to the DLM, the posterior distribution of the latent variables (Z, ) is intractable, thus we
propose to rely on a variational approximation. After having derived the specific form of the
CAVT updates for this model, we give the proper formulas for the M-step. Then, following
Bouveyron and Brunet (2012a), we propose to choose, at each iteration, U as the best current
discriminative subspace maximizing the Fisher criterion. Thus, the proposed clustering
algorithm for BDLM is named Bayesian Fisher EM (BFEM) and alternates between 3 steps:

o The VE-step which finds an approximation of the posterior p(Z,u | Y;9) in the
mean-field family.

e The M-step where the mixture parameters are estimated in the latent space by maxi-
mizing the variational lower bound.

e The F-step where U is chosen to maximize the current variational Fisher criterion.
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4.3.1 Variational approximation

Similarly to the Bayesian formulation of standard GMM, the observed-data likelihood is no
longer tractable. Indeed, the latter is written as:

n K
oY 19) = [ o) [T S ey | U ) (14)

i=1k=1

Unfortunately, each g now appears in all n factors of the integrand, thus the integral does
not reduce to products and sums of d-dimensional trivial integrals over pj. Another way of
seeing the difficulty is to swap the integrals over Z and p, leaving:

K
oY 19)= 22 [1 / o) [T Moo | Ups, Si) dps. (45)

1:2ip=1

Now each integral may be computed thanks to Gaussian conjugacy. However, there are K™
possible configurations to sum over, which is not computationally feasible.

Thus, the posterior p(Z,p | Y) is not tractable either, and is only known up to its
normalizing constant in Equation (4.4), which prevents from calculating its moments. This
fact is well known in Bayesian treatment of mixtures, and leads to either MCMC algorithms
or approximate inference (Fruhwirth-Schnatter et al. 2019, section 5.2). Taking the notations
of Section 2.2, with n = (u, Z), we posit the following mean-field approximation:

K n
Z) =[] alw) I a(21)-
k=1 i=1
Then, we recall the variational lower bound:
logp(Y [ 9) > T (q,9) = Eq [logp(Y, Z, pu | 9)] + H(q).

The following propositions give the optimal form of the CAVI updates for each individual
distribution. Once again, the distribution ¢*(z;) happens to be multinomial at the optimum,
while ¢*(py) is Gaussian. In the VE-step, the updates of Equations (4.6) and (4.7) are cycled
over until a local maximum of J(q) is reached.

Proposition 4.1 (Proof in Appendix B.1 on page 139). The coordinate update for the
variational distribution q(z;) is

¢ (zi) = Mg(zi | 1,7), (4.6)
with Vi, k
Tik OC T €XP {Euk [log Ny, (yi | U pii, )] } .

Proposition 4.2 (Proof in Appendix B.2 on page 139). The coordinate update for the
variational distribution q(p) is

a* () = Na(pe | fur, My), (4.7)
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with Yk,
k=Y Tk,
i
~ 1 —1
M, = (/\_1[d +ﬁk2; ) ,

fu = v+ M3 UT(Z TikYi) — MgV

Finally, note that the expression of 7;; in Equation (4.6) involves an expectation in the
observation space that may be reworked in order to avoid inverting the p x p matrix Sj.
This is done by taking advantage of the specific block structure of the latter, hence only
relying on the inverse of the d x d matrix 3y:

Tik OC Tk €XP { Ep,, [log Ny (yi | Upk, Si)] }7
1 - _ .
X T exp { —5 (plog(27r) +log |Sk| + (yi — Uf) ' US'U " (yi — Ufay,) (4.8)
Lyl — Uy Tr M X, !
+3 (lyillz = 1U " will2) + Tr | M3, :
k

4.3.2 The M-step

In the M-step, the bound is maximized with respect to the latent space parameters (3, 3)
and the mixture proportions 7. Note that U is treated as a fixed, distinct parameter here,
which will be dealt with in the next section. The following proposition gives the form of the
lower bound as a function of 9.

Proposition 4.3 (Proof in Appendix B.3 on page 141). In model BDLM[s;, g,), the varia-
tional lower bound as a function of ¥ may be written as:

K

J () = const —% Zﬁk{ — 2log(mg) + log | Xk| + (p — d) log(Bk)

k=1 (4.9)

+Tr (B UG + é (Tr G| - [UTC‘kUD }
where

. 1 & . . -
Cy = " > rin(ys —Up)(ys —Ujuy) " +UMU T
i=1

At iteration (t), in the M-step, the mixture proportions are estimated classically as in
other mixture models:

(
#l =T (4.10)
n
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The remaining parameters (X, O;) depend on the chosen sub-model and the following
proposition details the estimates corresponding to the each of the 12 sub-models.

Proposition 4.4 (Proof in Appendix B.4 on page 143). The M-step estimates for Xy and
Bk at iteration (t) are:

« Model BDLM s, g,

T [C] - T [UT ¢ U]

50— yTeW, W = p—d .
e Model BDLMs;, g1
» » R Tr [C(t)} —Tr {UTé(t)U]
s Model BDLM53,1:
omeY] - luTeWu
20 -yTCcYy, V= [ : } cg : ] )
D
o Model BDLM54:
A ) R Tr [C(t)} —Tr {UTCA'(t)U]
D
o Model BDLM[akhﬁk]:
. . Tr C,it) —Tr UTél(ct)U
agy = up Cfuy, Y= [ } p —CE } e
» Model BDLMy,,, g1
(1) (1) o Tr|ev] - mrluTety]
O,\[k,h _ uZCk Uh’ 5@) _ b d (416)
o Model BDLM[ahﬁk]
. o TeW] - [uTeYy
o Model BDLM[ahﬂ} :
t A o m[ev] - [uTevu]
dgl) =u] CWuy,, g = 1



o Model BDLM[akﬂk]:
w _ 1 0 30 _ o] -mruTelu]
G=g {U Ci U} ’ A= p—d : (4.19)
o Model BDLM|,, g1:
Tr C(t)} {UT(;(t)U]
A1) _ 1 T A() At _ [
4" =-Tr {U Cy U} ; B o d . (4.20)
« Model BDLM,3,):
T [C] - T [UT U]
1 A - k
A = = TEW ) _
e Model BDLM,5:
w1 T AW A _ [é(t)} - [UTé(t)U]
At =gmr[uTevul, g0 = - L (422)

Here, uy, denotes the h-th column of U which is computed in the F-step at iteration (t)
and:

CA’I(:) 1k Yi UIJ’ t))(yl - ljﬁ’l(ct))—r + UMS) UTv (423)

K
A 1 o
o = § ﬁ,(j)c,it). (4.24)

k=1

4.3.3 The Fisher step

As explained above, the subspace U is supposed to be discriminant in the sense of the Fisher
criterion. The partition Z being unknown, the scatter matrices in Equation (4.2) cannot be
formed. Following Bouveyron and Brunet (2012a) we propose to replace them by the soft
within and between-class scatter matrices:

st I~ Lo i ) (o 0\
S <185 S o) o)

k=1 T
K
N 1 T
St = =3 ! (! =) () —9)
k=1

1 n

~ (t t

m,(c) = ~® E Ti(k)yi'
Ve =1

Note that these matrices only involve the variational distribution of Z, although the latter
also depends on ¢(!)(u) through the fixed point algorithm of the VE-step. Moreover, at any
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iteration (t) we recover the classical identity of linear discriminant analysis ST = SI(;,) +Sg),

where St is sample covariance matrix St = (1/n) Y. (y; — §)(y; — ¥) " which does not
depend on the clustering and is constant throughout the algorithm.
Then U is supposed to maximize the following criterion:

U® = argmaxF(U) = Tr [(UTSTU)‘lUTS’g)U} . (4.25)
UTu=I,

This criterion is slightly different from the one in Equation (4.2) since S'I(/‘t,) has been replaced
by St. Although the solutions are not exactly the same, this is justified using the identity
above since the problems of minimizing Tr[U " Sy U] or Tr[U " S7U] are the same (Fuku-
naga 1990, chap. 10). It is often used in practice (Ye 2005), and computationally efficient
in this case since St and its inverse need to be computed only once at the beginning of the
algorithm.

Without the orthonormality constraints, the problem in Equation (4.25) is directly solved
by taking the leading d eigenvectors of the generalized eigenvalue problem S’g)uh = vy STup
(Ghojogh et al. 2019). If Sy is invertible this can be done by computing the d leading
eigenvectors of S, lgg). However, since Sflg B is not necessarily symmetric, the solution is
not orthonormal with respect to the regular scalar product, but rather verifies U S;U =
I,;. Unfortunately, there is no direct solution for the problem of Equation (4.25) with the
constraint U'U = I;. In the supervised context, algorithms have been derived to solve
this problem which is called orthogonal Linear Discriminant Analysis (OLDA). Foley and
Sammon (1975) proposed an iterative algorithm to successively find uq, ..., uq in the 2-class
problem. It was later generalized for arbitrary values of K by Okada and Tomita (1985),
and coined the orthonormal discriminant vectors (ODV) by Hamamoto et al. (1991). Note
that simultaneous algorithms also exist to optimize with respect to U, based on successive
eigen and QR-decompositions of carefully designed matrices (see. Ye 2005; Lu et al. 2016).

Relying on the ODV method, Bouveyron and Brunet (2012a) proposed an iterative al-
gorithm starting from w;, the leading eigenvector of S, IS’S), and greedily maximizing the
criterion by computing the r-th direction as the solution of the unconstrained problem in
the orthogonal of the current subspace B,_; = vect(u,...,u,—1). An orthogonal basis
V, = (Vp,...,vp) of B~ can be found by the Gram-Schmidt procedure:

-1

v =oqg(I, — Z vlfvl—,r)wl, Yi=r,...,p.
=1

where v; = u; for [ = 1,...,7 — 1, o is a normalization constant such that |Jv;||2 = 1 and
i, are linearly independent vectors of uq,...,t%,_1. Then the matrix P, = (v,,...,v,) is
used to project the scatter matrix in the orthogonal subspace By ;:

Sy, =P!SrP,,
S —-prsip.

Finally, the leading eigenvector a, of the generalized eigenvalue problem S’glar = Y-S,
is computed, and the r-th discriminant vector is chosen as

P’r‘ r
P (4.26)
a2
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Thus, u, meet the constraints u,! uj, = 0,¥h < 7. This iterative procedure is repeated until
r = d discriminant vectors are found.

4.3.4 Hyper-parameters estimation

The hyper-parameters (A, v) may be set by the user and kept fixed during the whole pro-
cedure. For instance, when the data is centered, j = 0, then Z = U " = 0 thus one could
set v = 0. However, A controls the variance of p; and setting it by hand can lead to poor
performances. On the one hand, a too small value would not allow the space to be discrim-
inant. On the other hand, when A — 400, the prior becomes non-informative. A quick
asymptotic analysis of the variational distribution ¢(py) of Proposition 4.2 confirms this as:

- B 41 N
M, —— —3, fo, —— S, 50— U Ty = pP M.
A——+oo Nk

Thus, the variational posterior mean becomes the maximum-likelihood estimate of py in
the frequentist formulation DLM. Under the hypothesis that ny — 400 as n — +o0, the
variational approximation of the posterior becomes a Dirac mass at ﬂkD LM This fact is
somewhat similar to the well-known behavior of the posterior in Bayesian formulations of
ridge regression when the prior becomes vague (Bishop 2006, p. 153).

Here, we propose a parametric empirical Bayes approach (Morris 1983), using the vari-
ational bound as a surrogate for the type-II likelihood as it is commonly done in other
well-known hierarchical Bayesian models (Blei et al. 2003; Airoldi et al. 2008). The follow-
ing proposition gives the form of the empirical Bayes estimates (&, 5\) maximizing J (v, \) =
logp(Y | v, A).

Proposition 4.5 (Proof in Appendix B.5 on page 146). The following updates maximize
the variational lower bound with respect to (v, \):

. Z?:l P
b= = (4.27)
o Sl — 21 +Tr M Lo

4.3.5 Stopping criterion and properties

Starting from a subspace U, the BFEM algorithm iterates over the VE-step, M-step and
F-step updates, in this order. The algorithm is described in Algorithm 3 and this section
discusses initialization, convergence and useful properties of the algorithm. Let us begin by
discussing the link to the original FEM algorithm.

LINK TO THE ORIGINAL FISHER EM  The proposed algorithm is largely inspired by the original
FEM algorithm. However, note that the M-step updates of Bouveyron and Brunet (2012a)
use:

_ 1 1 n
C,=— 7 P — P — T, ith: m; = — kY- 4.29
k - E Tik (Y my)(y; —my,) Wi my i ;:1 TikY ( )
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The latter does not exactly correspond to the matrix Cp. of Propositions 4.3 and 4.4, since it
uses My, instead of my = U py. In particular, this has the consequence that the matrix C:’k
does not directly depend on U, whereas it does in C. Therefore, our algorithm computes the
true optimal updates in the M-step, while the FEM algorithm relies on the approximation
Ck =~ Ck

CONVERGENCE AND STOPPING CRITERION  Since the F-step does not maximize the variational
bound with respect to U, the latter is no longer monotonically increasing. This is also
the case for the original FEM algorithm, hence we propose to rely on the same stopping
criterion: Aitken’s accelerated criterion (McLachlan and Krishnan 2007, p. 145). The latter
was introduced as an acceleration method for EM when the sequence of likelihood is linearly
converging. Here, we replace the likelihood sequence with the variational bound {7 (t)}t.
Then, define the Aitken accelerated estimate of J* is defined for ¢t > 2 as:

(t+1) _ 7(t)
(t+1) _ (1) 1 (t+1) _ () Ly I =T
by =J +1 — o(t+1) (‘7 J ) , with: ¢ o gO g7 (4.30)

|lf:+1) - Z(At)| < €, where € is a user-defined toler-

Then, the stopping criterion is defined as
ance parameter. Since there is no guarantee that the sequence {J (t)}t is increasing here,
a maximum number of iterations is also provided by the user as an alternative stopping
criterion, as it is always done in a VEM algorithm anyway.

Another possible stopping condition is the absolute change of the Fisher criterion of
Equation (4.25) between two successive F-step: |F(U®D) — F({U®)| / |F(U®)|. The
latter was shown to have good performance for clustering applications (Bouveyron and
Brunet 2012b).

INITIALIZATION The BFEM algorithm needs an initial variational distribution ¢(®) defined
by its starting variational parameters (T, &, M), an initial set of parameters (X, 3, ) and
an initial subspace U®). We recommend initializing by setting 7(©) = Z(® a partition
obtained by any suitable clustering algorithm, e.g. random or k-means partitions. Then,
the matrix S’g)) can be formed to solve the problem in Equation (4.25), giving an initial
U, Next, the initial parameters (3, 3, 7) are obtained by using the frequentist M-step of
Bouveyron and Brunet (2012a) with U®). The remaining variational parameters (fiz, My,)
can then be set using Proposition 4.2 with (9, U and 9(9). As for the hyper-parameters,
we initialize v as (9 = (1/n) - U(O)Tyi7 and set A(?) = 103 as a vague prior for the
first iteration, which is refined by empirical Bayes estimation throughout the algorithm.

Naturally, as in every algorithm with non-convex objective, the procedure can fall into
poor local maxima of the bound. Thus, we recommend several restart with different initial-
ization. In the experiments of Section 4.4, we try several k-means initialization and take the
one achieving the greatest variational lower bound.

COMPUTATIONAL COMPLEXITY The ODV method necessitates d(p — 1) Gram-Schmidt op-
erations overall, and d generalized eigenvalue problems to solve, although one only needs
to find the first leading eigenvectors which can be done efficiently (Ge et al. 2016). Since
d < K — 1 is supposed to be small compared to p, this is not too computationally ex-
pensive. Moreover, this has to be compared to the computational cost of maximizing the
lower bound of Proposition 4.3 with respect to U as in a traditional M-step. Indeed, there
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is no closed-form solution for this problem and relying of gradient descent can rapidly be-
come cumbersome since it necessitates relying on the steepest descent in the Stiefel manifold
St(p,d) = {U € RP*? UTU = I}.

Still, Section 4.3.7 introduces an alternative Fisher criterion which only necessitates per-
forming one singular value decomposition at each step (¢). The empirical computing time
of the BFEM algorithm and competing methods are shown in Figure 4.8 on page 92 for the
experimental settings of Section 4.4.

Algorithm 3: Pseudo code of the BFEM algorithm
Data: Y
Result: A clustering Z and a discriminative subspace U
Input: K, Z eyp, ear, Tar, Ty i, F-procedure, A(©)

// Initialization

Set 7+ Z(©

Compute S, S’g)) and subspace U with F-procedure
Compute initial parameters (7, X, 3) with frequentist M-step
Compute variational parameters (fi, M) with Proposition 4.2
Set v« L3577 UTy; and A + A\©

Set L[0] - J (¥, q,v, \)

// Optimization
for t <+ 1 to Tj; do

// F-step
Compute S’g)
Update U with F-procedure

// VE-step (fixed point algorithm)
for v+ 1 to Ty g do
Set temp + J(q)
Update T using Proposition 4.1
Update (ft, M) using Proposition 4.2

if |(J(g) — temp) / J(q)| < ey then Break;
end

// M-step
Update (7, X, 8) with Equation (4.10) and Proposition 4.4

// Empirical Bayes
Update (v, ) with Proposition 4.5

// Compute the ELBO
Llt] <= J(9,q,v, )
if t > 2 then
L[f]—L[t—1
¢ L[t[f]l]f[L[tf]ﬂ

aitken[t] «— L[t — 1] +

= (L[t] - L]t — 1])

if | aitken[t] — aitken[t — 1]| < eps then Break;
end

end
Return ¢, 9 = (U, w, X, 3)
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4.3.6 Model selection

CHOOSING THE LATENT DIMENSION d  As in the supervised case, the rank of St is at most
K — 1, hence d < K — 1. We recommend setting it to d = K — 1 for inference, as it is
preferable to have redundant information than to lose discriminant directions. This presents
the advantage to report the problem of selecting d to the one of selecting K.

Moreover, following Okada and Tomita (1985), the discriminant vectors found by the
ODV procedure may be ordered according to the value of their 1-dimensional fisher criterion

T&1)
F(UT) = 7'U/T SB Ur

= Tr
u,] Stu,

where 7, is the largest eigenvalue of the r-th problem solved, leaving:
F(ui) > ... > F(uq). (4.31)

Thus, for visualization purpose, one can choose d = 2 or d = 3, and project the data
onto the corresponding subspace. Another solution, as is commonly done in PCA] is to
show several combinations of discriminant axes, for instance with a matrix of 2-dimensional
scatter plots. Naturally, the visualization quality is dependent on the clustering quality,
thus a poor visualization can guide the user to restart analysis with a different initialization.

CHOOSING THE NUMBER OF CLUSTERS K In a clustering perspective, we propose to rely on
the integrated classification likelihood described in Section 2.5.2 to choose K and the sub-
model. Recall that the criterion of Biernacki et al. (2000) is defined as:

ICLpo(M,K) =logp(Y,Z | 9, M, K) — WTK log(n), (4.32)
where we take 9 to be the parameter estimates at the end of BFEM. Although the marginal
likelihood is intractable as explained in Section 4.3.1, the first term above is the classification
likelihood which is tractable in the BDLM models. Actually, it can be computed with the
variational lower bound 7, replacing 7;; by Z;x in the formulas of Propositions 4.1 and 4.2.
A detailed proof of this fact is given in Appendix B.6 on page 147.

4.3.7 An alternative Fisher criterion

The ODV method proposed to maximize the criterion in Equation (4.25) can be viewed as
a greedy method, sequentially solving 1-dimensional problems u, = argmax,, F(u) under
the growing set of constraints {uTu, = 0,Vh < r}. Such a method is not guaranteed to
globally converge as emphasized in Hamamoto et al. (1991). Moreover, relying on the Gram-
Schmidt procedure can sometimes lead to numerical instabilities in the BFEM algorithm.
Thus, Bouveyron and Brunet (2011) proposed an alternative Fisher criterion, searching for
the orthogonal projection matrix U € RP*¢ minimizing the following reconstruction error:

U — argmin |57 S _uUTs; S| (4.33)
=14

This optimization problem has a somewhat PCA like flavor except the matrix we wish to
reconstruct is not the original data Y but the measure of class separability: S 1.5’%). The

classical results still holds, and the optimal U® is given as the leading d left singular-vectors

86



of S, 15'](30 = UAV. Note that, since the product of these two symmetric matrices is not
symmetric, the singular value decomposition is different from its spectral decomposition.

This modified F-step can be used to replace the ODV procedure at step (¢). Thus, one
only has to perform a partial singular-value decomposition (SVD) on S, 15'](;) at each step.
Since S}, ! is computed only once, this is particularly efficient.

This section compares the performance of different subspace clustering on simulated and
classical real data benchmarks. We considered 6 different algorithms:

1. The proposed BFEM algorithm, with the ODV procedure described in Section 4.3.3
for the F-step. The results are also displayed for the alternative Fisher criterion of
Section 4.3.7, which we refer to as the SVD procedure,

2. The Fisher EM algorithm of Bouveyron and Brunet (2012a), implemented in the Fish-
erEM R Package (Bouveyron et al. 2020a). Again, we also show results for the F-step
using the ODV procedure as well as the SVD,

3. The EM algorithm for the PGMM of McNicholas and Murphy (2008) with model CCU,
corresponding to the low-rank constraint S, = WW + W of the covariance matrix.
An implementation is available in the eponymous R package pgmm (McNicholas et al.
2019),

4. The EM algorithm for MCFA of Baek et al. (2009) and implemented in the EMMIXmfa
R pckage (Rathnayake et al. 2019),

5. The EM algorithm for the HDDC model of Bouveyron et al. (2007a) with model
[(@D], so that the learned subspaces are common, as in the other methods. We used
the implementation available in the HDclassif R package (Bergé et al. 2019),

6. A k-means baseline.

A total of 8 distinct algorithms are tested, since both models BFEM and FEM may have two
distinct F-step procedures. In Sections 4.4.2 and 4.4.3, we use colors to distinguish between
models, and line marker types to differentiate between the ODV and SVD method. For the
sake of readability, we do not show the results the HFMA model of Montanari and Viroli
(2010) in the following figures since it did not perform well on our experimental settings.
This might be due to the different constraints on the subspace means and covariance, making
it more distant to the BDLM model than other subspace clustering methods.

Throughout the rest of this section, unless stated otherwise, each method has the same 10
restarts consisting of 10 different k-means results. The one achieving the greatest likelihood
is kept, and the clustering is done with a MAP estimate over the posterior of Z. The
maximum of iterations is set to 100 everywhere and the same absolute tolerance of 1076 is
used. The fixed point algorithm in the VE-step has a tolerance of 1076 but a maximum
number of iterations set to 3.

Concerning the choice of d, it is set to K — 1 for both FEM and BFEM. The HDDC
models have an internal heuristic to choose the best intrinsic dimension dj of each cluster,
and we use the BIC for the MCFA and PGMM as suggested in their original papers. The
clustering results are reported using the Adjusted Rand Index (ARI, Hubert and Arabie
1985), a label independent measure of statistical similarity between two partitions. An ARI

87



of 0 means that the two partitions are statistically independent, while identical partitions
(up to label switching) give an ARI of 1. Hence, the higher the ARI, the better.

4.4.1 Anintroductory example

In order to illustrate the interest of discriminative subspaces, we begin by the setting of
Chang (1983) discussed in the introduction and Figure 4.1. There are n = 300 observations
and K = 2 clusters in the data, defined as follows:

yi = —0.5r +rly,, -1y + N,(0,8),
with V5 =1,...,15:

r; = 0.95 — 0.057,

. . . -09 5<8
S]‘j =1 and VJ/ 7é 7, Sjj/ = —0.13fjfj/ with fj e { 0.5 j>8
Thus, it is a 2 component Gaussian mixture in dimension p = 15, with m; = —0.5r and

ms = 0.57 and homoscedastic covariance S; = S = S. We emphasize that this simulation
is not favoring any of the tested methods, except maybe for the standard GMM since the
simulation is according to this model.

We ran each method with the true number of clusters K = 2, and used model selection for
the choice of d for the concerned methods. The average results over 100 simulated datasets
are represented for each method in Table 4.2. We do not distinguish the ODV and SVD
methods here, since they lead to the same results on this simple example. One can see that
the proposed discriminative subspace approach yields a better clustering in this setting,
with a slight advantage over the frequentist version. In particular, extensions of pPCA like
MCFA or PGMM do not allow to recover the correct partitions. This highlights the interest
of discriminative subspaces even in different scenarios. The HDDC algorithm exhibit the
same performance as BFEM. However, we point out that it selects intrinsic dimensions
dr, = 14 to do so, which are the maximum values in this model. In contrast, BFEM works
with d = 1 enabling to visualize the latent space in Figure 4.3. Finally, since the dimension
p is still reasonable compared to n, a standard GMM with spectral constraints may be fitted
and performs well. Here, the BIC criterion selects the EEE model which means ellipsoidal,
equal volume, shape and orientation S, = ADAD, and corresponds to the true model.

Kmeans | BFEM | FEM | HDDC | MCFA | PGMM | Mclust
024£01 | 1£0 | 0.98£0.11 | 1£0 | 0.62£0.07 | 0.42£0.22 | 0.97 £0.12

Table 4.2: Mean ARI and standard errors for 100 simulations of Chang's setting.

Figure 4.3 shows the 1-dimensional discriminative subspace found by BFEM on one sim-
ulation, with colors indicating cluster membership. Moreover, the solid lines represent the
Gaussian density in each cluster p(x | fig, ﬁ]k), along with the empirical within-cluster dis-
tribution as a histogram. Unsurprisingly, the subspace induce well-separated clusters and
the empirical within-cluster distribution has a Gaussian shape fitting the theoretical one.
Finally, the evolution of the evidence lower bound during the BFEM algorithm is displayed
in Figure 4.4. As expected, it is not monotonically increasing, especially in the first step,
although the evolution is quite smooth. In addition, convergence happens before the limit
of 100 iterations is reached.
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Figure 4.3: Projection of Chang's data in the 1-dimensional subspace found by BFEM, colors indicate the
estimate cluster memberships. Solid lines represent the learned within-cluster Gaussian distributions, while the
histograms represent the empirical ones.
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Figure 4.4: Evolution of the evidence lower bound during a run of the BFEM algorithm with ODV procedure on
Chang's dataset.

4.4.2 Sensitivity to the dimension

We now propose to investigate the behavior of subspace clustering methods on increasingly
high-dimensional problems. In this setting, we simulate X from K = 3 Gaussian components
in dimension d = 2. The respective means and covariance matrices are

B - (15 0.75 B -
i =3 (0, k) 2 = (0_75 o 7 =(0.4,0.3,0.3)T.
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Figure 4.5 illustrates a particular simulation of n = 900 data points. As can be seen, it corre-
sponds to the particular case where the clusters are parallel Gaussian ellipses, differentiated
with a mean-shift along the x-axis.

Next, we propose to simulate according to the DLM model. First, a matrix A € RP*P ig
simulated as A ~ ®; ;s N'(0,100). An orthogonal transformation D is computed afterward,
as the Q-matrix of the QR-decomposition. Then, for each observation 4, a (p—d) dimensional
standard Gaussian noise €; is simulated. Finally, the data points are created as the linear
transformation y; = D(w;-'—, e;r )T. The first principal components are expected to behave
poorly in terms of class separation in this scenario, which is illustrated in Figure 4.6 for
p = 50. Indeed, the directions of greatest variations include noisy directions that contribute
more to the variance than the second signal dimension.

2-

cluster

1
2
3

Figure 4.5: Simulation of the 3-components GMM of Section 4.4.2.

cluster

1
2
3

1

Figure 4.6: Subspaces found by PCA on a simulation with p = 50, color and shape indicate the true cluster
membership. Once again, the most discriminative subspace is given by the first and last components, the other
corresponding to noisy directions.

We investigate the behavior of each method as the dimension p increases from 5 to 155.

Mean ARI and standard variations were computed on a 10-spaced linear grid, for 100 sim-
ulated datasets at each level p. As stated above, we use colors to differentiate between
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the BFEM and FEM, and line marker types to distinguish between OVD (solid) and SVD
(dashed) for both algorithms. Concerning MCFA and PGMM, due to the increasing com-
putational cost of the experiments, the subspace dimension was set to the true value d = 2.
The results are displayed in Figure 4.7 and shows several things. First, the BFEM and FEM
with the ODV method are very robust in this scenario, with a perfect recovery at each level
p. Other subspace clustering methods quickly decrease beyond p = 15 with performances
comparable, or below k-means. Thus it underlines a limit of likelihood-based approach,
as noisy dimensions are being fitted in the subspace when p increases. The discriminative
approach, injecting clustering information in the search for the optimal subspace, is robust
in this context as the optimal subspace is not necessarily aligned with greatest variance
directions. Another interesting fact is the sensitivity to noise of the Fisher EM with the
SVD procedure, which displays a rather unstable behavior. We note that BFEM with the
SVD procedure, while suboptimal, is still displaying a strong stability in high-dimensional
settings, with an ARI decreasing only after p = 85
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Figure 4.7: Evolution of the mean ARI over 100 different runs for each method, with an increasing
dimensionality p and n = 900.

4.4.3 Signal-to-noise ratio

We place ourselves in the same setting as section 4.4.2; only this time the dimension is fixed
to a high-dimensional scenario p = 150. We propose to investigate the impact of the noise,
with €; now drawn from a centered Gaussian distribution with covariance 5I,_4. The latter
may be interpreted as controlling the signal-to-noise ratio (SNR) which can be defined as
the ratio between signal variance in the subspace of dimension d = 2 and the noise variance*
B. Since all clusters have the same subspace covariance, we define the signal variance as
Tr[X], the inertia of a cluster cloud point in the latent subspace. The SNR is best expressed

*One could use (p — d)B as the actual variance of the signal, taking into account the fact that there are
(p — d) noisy directions. However, since p — d is fixed here, it only acts as a scaling factor for the SNR.
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Figure 4.8: Mean elapsed time in seconds for one run of each method, computed on 100 datasets for each level
p.

in decibels (dB), which corresponds to ten times the decimal logarithm of the variance ratio.

SNR =10 x log,, (Trﬂ[E]) .

A value of 0 means that both variances are equal, and an increase (resp. decrease) of 3 dB
means that the variance of the noise was divided (resp. multiplied) by 2. For example, a
SNR of 3 dB means that the variance of the signal is 2 times that of the noise (5 ~ 1), and
a SNR of —6 means that [ is 4 times greater than the signal variance (5 =~ 8).

Figure 4.9 shows the mean ARI and standard deviations for an increasing SNR from —6
to 15 with a 0.5-spaced linear grid. Again 100 datasets are simulated for each level. Several
comments are in order. First, for high values of the SNR, which we refer to as the noiseless
regime, the clustering problem of Section 4.4.2 becomes trivial, except for k-means which is
disadvantaged by the non-spherical shapes of clusters and Fisher EM which seems to display
a surprising instability in the noiseless limit. From the preceding section, we know that the
Fisher EM algorithm with the SVD procedure is not robust to high-dimension. However,
this shows that the ODV procedure also suffers from instability in the frequentist setting.
This may be due to poor conditioning of the soft between-class scatter matrix arising in this
case. Apart from this somewhat surprising fact, the behaviors of other subspace clustering
methods such as HDDC, MCFA and PGMM are expected. However, their performances
quickly decrease, even for reasonable values of the SNR where the noise variance is orders
of magnitude below the signal. A contrario, the BFEM displays a strong stability, and the
SVD method seems to be applicable as long as the noise variance remains reasonably below
the signal. In addition, BFEM with the ODV procedure is the most stable of all, with
perfect recoveries even when the SNR is 0 dB, i.e. the equal variance case. Eventually, no
clustering structure can be recovered below 0 dB, as the signal is completely overwhelmed
by noisy directions, and the ARI of each method quickly decreases to 0.
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Figure 4.9: Evolution of the mean ARI over 100 different runs for an increasing signal-to-noise ratio, p = 150
and n = 900.

4.4.4 Model selection

Here, we investigate the ability of the ICL criterion of Section 4.3.6 to choose both the
number of clusters and the model. We use the setting of Section 4.4.2, which corresponds
to p = 150, K = 3 and a model BDLM54. Two different levels of SNR are tried: 3 dB,
which corresponds to the setting of Figure 4.7 with 8 = 1 , and —2 dB, which is a more
complicated case for BFEM as shown in Figure 4.9.

The results are shown in Table 4.3, we see that the performance of model selection are
perfect for the first setting, and still very satisfying in the more difficult scenario with 90%
of correct selection of the pair (K, M), and 98% of correct selection of K.

4.4.5 Real data benchmarks

Here, we consider classical real-data benchmarks considered in subspace clustering literature:

e Fisher’s iris is a traditional real dataset used to assess clustering algorithms, although
it cannot be deemed as a high-dimensional problem. It consists in 150 observations of
3 iris species, 50 each, described by 4 variables.

e The Italian Wine dataset contains the description of 178 wines 27 variables related to
e.g. color or alcohol (Weinen 1986). There are 3 types of wines, and we wish to know
to which extent the 27 variables can help relate to the type of wine. This dataset is
also a famous introductory dataset for subspace clustering method (McNicholas and
Murphy 2008; Bouveyron et al. 2019).

e The USPS358 dataset is a more realistic example of high-dimensional data clustering.
It is a subset of the US postal dataset from UCI, which originally contained 16 x 16
images of scanned digits from 0 to 9, with only digits 3, 5 and 8 known to be the most
difficult to discriminate. There are n = 1,756 images, described by p = 256 pixels
indicating gray level value. In this scenario, we want to recover the 3 different digit
classes.
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SNR=3

K\M | [Zx8]  [ownB]  [anB] ~ [BB]  [af]  [anf]
2 0 0 0 0 0 0
3 0 0 0 100% 0 0
4 0 0 0 0 0 0
5 0 0 0 0 0 0
6 0 0 0 0 0 0
7 0 0 0 0 0 0

SNR=—2

K\M | [E8] [ownB]  [aB] [BB] [aB]  [onf]
2 0 0 2% 0 0 0
3 8% 0 0 90% 0 0
4 0 0 0 0 0 0
5 0 0 0 0 0 0
6 0 0 0 0 0 0
7 0 0 0 0 0 0

Table 4.3: Percentage of correct model selection for BFEM with p = 150 and varying SNR. The true model is
BDLM[xg) with K = 3.

These datasets are available in the MBCbook R package. We ran each method with the
number of clusters we seek in the corresponding dataset. The latent dimension of PGMM
and MCFA was chosen by BIC with d € {1,2,3} for Iris and d € {1,...,10} for Wine27 and
USPS358. All models were allowed for HDDC, including the one with different subspaces,
and we used the ICL as the model selection criterion. Table 4.4 shows the results. We
see that, while PGMM performs better on Iris and Wine27, BFEM displays a real interest
on the high-dimensional of clustering USPS358 in dimension p = 256, achieving the top
performance. Moreover, for the Wine27 dataset, MCFA and PGMM respectively chose
d = 6 and d = 4 while HDDC selected a [a;6Qd] model with d = d = 4 in each class.
A contrario, the FEM an BFEM works with d = 2 and the discriminative subspace can
therefore be plotted entirely in a two-dimensional graphic, as shown in Figure 4.10.

In this chapter, we introduced a Bayesian formulation of the discriminative latent mixture
model, and proposed a variational algorithm for clustering high-dimensional data. Building
on the Fisher EM, it relies on the introduction of an additional F-step, although the posterior
membership probabilities differ at each step. The hyper-parameter A\, controlling between
class separation in the latent space, is estimated via an empirical Bayes strategy, and an ICL
criterion is derived for model selection. A detailed experimental setting in high-dimension is
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Iris  Wine27 USPS358

Kmeans | 0.73 0.90 0.64
BFEM 0.90 0.95 0.76
FEM 0.88 0.93 0.66
HDDC 0.90 0.93 0.35
MCFA 0.92 0.96 0.28
PGMM | 0.94 0.98 0.38
Mclust 0.90 0.93 0

Table 4.4: ARI performance on real datasets

(a; Iris (b) :/Vine27

() USPS358

Figure 4.10: Real datasets projected onto the two-dimensional subspace learned by BFEM.

designed, comparing performances with both the frequentist Fisher EM and other state-of-
the-art Gaussian subspace clustering algorithms. Our algorithm shows both superiority to
the latter as well as a significant improvement to the Fisher EM, especially when the SVD
method is used.

Chapter 6 discusses possible extensions of the BFEM algorithm which we sketch here.
First, one could seek to perform variable selection in addition to clustering and dimension
reduction. To that end, sparse extensions of the Fisher EM were proposed in Bouveyron
and Brunet-Saumard (2014) based on the regression formulation of Qiao et al. (2009) with
a Lasso-like penalty. A natural extension would be to propose a sparse BFEM algorithm
relying on the same formulation. Existing literature on model-based feature selection be-
ing rather extensive, we prefer to leave a comprehensive and detailed study with carefully
designed experimental settings to future work.

Second, the trace of ratio formulation in Equation (4.2) is itself a simplification of the
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ratio of trace problem:
TT[UT SB U]
uTor, TrU Sy U]’

which does not accept a closed-form solution and necessitate iterative algorithms to solve.
Recent works highlight the better discriminative power of this new formulation in the super-
vised context, and new iterative algorithms have been designed (Guo et al. 2003; Wang et al.
2007; Kokiopoulou et al. 2011). Based on these empirical results, it would be interesting
to modify the F-step in order to maximize such a criterion. Given the diversity of possible
algorithms and their need for calibration, we leave a detailed study to future work in order
not to overload the figures.
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In this chapter, we investigate model-based hierarchical clustering via a direct maxi-
mization of the integrated classification likelihood. More precisely, we focus on the class of
DLVMs where an exact ICL, ICL.,, can be derived as discussed in Section 2.5.2. Our contri-
bution is twofold. First, we address the known problem of poor local optima and sensibility
to initialization of greedy heuristics. To that end, we propose a genetic algorithm, carefully
combining and merging different solutions, allowing for an efficient exploration over the space
of partitions. Second, we propose a hierarchical algorithm relying on a new approximation
of ICL,.,. The latter considers the asymptotic of the partition evidence, logp(Z | «), as
the Dirichlet hyper-parameter o goes to 0, viewing the latter as a regularization parameter
controlling the granularity of the partition. The output is a nested hierarchy of partitions al-
lowing an exploration of results at coarser scales, and the ordering of the clusters improving
visual representations of the clustering results.

5.1 Introduction

5.1.1 Areminder on discrete latent variable models

As discussed in Section 2.2, model-based clustering with discrete latent variable models is a
principled approach for clustering, with a variety of flexible models depending on the data
at hand (Bouveyron et al. 2019). This class encompasses finite mixture models (McLachlan
and Peel 2000), but also related models that do not exactly fit the definition of a FMM. We
described popular instances such as the popular stochastic block model (SBM) for network
analysis (Wang and Wong 1987; Nowicki and Snijders 2001) and its extensions (see Karrer
and Newman 2011, for instance), as well as the latent block model (LBM) (Govaert and Nadif
2010) for co-clustering. The general definition of a DLVM assumes that the observations
provided in Y are drawn from a two-step process: first, the latent partition Z is drawn
independently from a product of multinomial distributions parameterized by 7. Then, the
observations are supposed to be independent given the whole partition. The classification
likelihood is written as:

p(Y.Z19) =[] vz 1m) ] p(y | Z:6), (5-1)

zeZ yey

factorized

In the case of mixture models, the observations are n independent random vectors Y =
{y1,...,Yn} in RP which can be summarized in a data matrix Y € R"*P. In this context,
each observation is assigned to a latent multinomial variable z; € {0,1}¥, defining its
cluster assignment. The latter is independently drawn from a multinomial distribution,
with proportions w = (71,...,7k ), where K denotes the number of components or clusters.
Then, an observation y; follows some conditional distribution depending on the value of z;,

and the sampling process for all ¢ is as follows:

zi | ™~ M(1,7),
| (1) (5.2)
Yi | zir = 1,0, ~ p(y; | O).

The parameter 7 controls the prior probability of belonging to each group, while the mixture
parameters control the distribution in the k-th cluster, and depend on the observational
model at hand. For instance, in a Gaussian mixture we have 0, = (my, Si), respectively
the mean and covariance matrix.
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In the case of the stochastic block model, the observations are the edges Y = {y;;}, where
y;; represents the presence of absence of an edge. It can be binary, y;; € {0, 1}, or weighted
yi; € R (Mariadassou et al. 2010). Observing the edges, e.g. the topology of the graph,
we wish to cluster the nodes {1,...,n}. Thus, each node i is assigned to a cluster latent
variable z; and the edges are supposed to be conditionally independent given the partition,
with a conditional distribution depending only on the clusters of their out and end-nodes.
The sampling process is then written as:

Yij | ziezjn = 1,0k ~ p(yij | Orr)- (5.3)

As in mixture models, the parameter 7t controls the group proportions and the latent par-
tition is drawn independently from Mg (1, 7). The set of parameters Oy, is now specific to
the pair (k,1) of clusters, and depends on the specific model. For instance, in the case of a
binary SBM 6y; € [0,1]. In Section 2.2.2.a, we discussed the differences with standard finite
mixture models, due to the marginal dependencies between edges arising when marginalizing
over Z.

In co-clustering, the observations Y = {y;;} are supposed to be given in a data matrix
Y € R"*P_ and one seeks a bipartition Z = (Z", Z¢) with K, clusters over the n rows and
K. clusters over the p columns. The latent block model (LBM, Govaert and Nadif 2010)
supposes conditional independence of entries y;; given 2z and zj. The sampling scheme is
given as:

Yij | 2ip25 = 1,0k ~ p(yis | Ox1), (5.4)

and is very close to SBM. Indeed, the latter may be viewed as a particular instance of
LBM when n = p and Z¢ = Z". Moreover, the row partition Z” and column partition Z¢
are supposed to be respectively drawn i.i.d. from Mg, (1,7") and Mg _(1,7¢). Thus, the
distribution of Z is a product of multinomials parameterized by = = (7", ®¢), hence fitting
the definition of Equation (5.1).

5.1.2 Greedy maximization of the exact ICL criterion

As discussed in Section 2.5.2; the ICL criterion was introduced for the purpose of model
selection in the specific case of model-based clustering. Biernacki et al. (2000) first used
a combination of Laplace and Stirling approximations on logp(Y,Z | K, M) to find an
asymptotic criterion called ICL ;¢ due to its close link to the BIC.

Recent works have also considered exact expressions of the ICL, putting a factorized
conjugate prior distribution over the model parameters p(m,0 | a, 3) = p(m | a)p(0 | B),
and defined as:

1L ,(Z: a0, 3) = log ( | [ ox1z. 001810 zimp(rla) a0 dw) 7

=logp(Y | Z,B) +logp(Z | o).

(5.5)

The a parameters control the conjugate distribution, which, in the case of a DLVM, is a
Dirichlet* over group proportions Dk (a). This part is thus common to all DLVMs in the
sense that it does not depend on the observational model on Y. If a symmetric Dirichlet is
chosen, with o = «, the second term can be made explicit using the independence of the

*Or a product of Dirichlet distributions D, (o) X Dk, (axc) in the case of co-clustering with the LBM.
Except for an additional notation burden, the rest of the discussion easily extends to this case, which is
discussed in detail in the Section 5.4.
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elements of Z:

K
N'Ka) 1}:[1 I + ng)

ICLez(Zvaw@) = logp(Y | Z7/3) +10g F(O{)KE Tl—|—OéK) ’ (56)

with ng = >, zix. Usually, the hyper-parameter « is set to 1 or % to specify uniform or
Jeffreys prior.

The hyper-parameters G control the conjugate prior over the mixture parameters 8, and
depends on the generative model at hand. Naturally, such criterion is restricted to particular
DLVMs, where such conjugate distributions are easy to derive, so that the first term in
Equation (5.5) is analytic. However, this class is quite large and expressions are available
for the mixture of multinomials (Biernacki et al. 2010) and Gaussian mixture (Bertoletti et
al. 2015), while being virtually feasible for any mixture of exponential families as they admit
natural conjugate priors (Gelman et al. 2004, p. 42). Exact ICL criteria were also derived
for the SBM (Come and Latouche 2015), the LBM (Wyse et al. 2017) and degree-corrected
variants (Newman and Reinert 2016; Riolo et al. 2017).

In between the frequentist and the Bayesian approaches, a new line of work started
to consider direct maximization of ICL., with respect to the partition Z, avoiding the
inference step over the parameters (7, 0). In order to solve this discrete and combinatorial
optimization problem, greedy heuristics were successfully tested to directly optimize this
criterion over the space of possible partitions. These approaches consist in hill-climbing
algorithms, starting from an initial partition and greedily swapping clusters until some local
maximum is met. Eventually, in the end, some clusters are merged up to the point where
no more merge moves can maximize the ICL.;. Such type of algorithms performs model
selection and clustering at the same time and are computationally attractive compared to
approximate or exact inference alternatives. This approach dates back to Tessier et al.
(2006), for the latent class model. It was then extended in Coéme and Latouche (2015)
for SBM, and applied to other DLVMs such as Gaussian mixture models (Bertoletti et al.
2015), LBM (Wyse et al. 2017) and dynamic variants of SBM (Corneli et al. 2016; Zreik
et al. 2016).

5.1.3 Spurious local maxima and genetic clustering algorithms

The aforementioned greedy maximization procedure comes with a cost. In practice, the
objective is highly multimodal, and the combinatorial nature of the search space multiplies
the presence of poor local maxima in which the method gets stuck. To tackle this problem,
Come and Latouche (2015) proposed to perform several restarts with different initializations,
while Bertoletti et al. (2015) specifically designed a batch version of the greedy heuristic,
swapping groups of several nodes in order to avoid some the local maxima.

Based on a similar observation, Tessier et al. (2006) suggested that simple greedy hill
climbing heuristics on the ICL,, could be improved by the use of genetic evolutionary algo-
rithms (GA, Eiben and Smith 2004). This methodology borrows from biological evolution
principles, combining solutions via crossover operators, allowing random modifications and
discarding poor solutions, in an analogy to genetic inheritance, mutations and natural selec-
tion. Thus, they allow to efficiently explore the partition space and to avoid the pitfalls of
spurious maxima through the recombination and mutation operators. Apart from the work
of Tessier et al. (2006) for the latent class model, evolutionary algorithms were proposed for
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Gaussian model-based clustering, maximizing the (non integrated) classification likelihood
(Andrews and McNicholas 2013), and in the context of feature selection (Scrucca 2016).
More generally, the specific use of GA for clustering problems is not new (Cole 1998), and
we refer to Hruschka et al. (2009) for a recent and detailed review on the subject. In the
specific case of ICL., maximization, they present an appealing method to improve greedy
hill climbing heuristics (Tessier et al. 2006), or, recently put in these words:

Several authors have considered the direct optimization of the exact ICL in
Z without estimating ¢ [...] the proposed greedy algorithms are highly sensitive
to the numerous local optima and have only been experimented with for moderate
sample sizes. This is the reason why evolutionary algorithms are expected to be
useful but they need to be calibrated (to choose the tuning parameters) and are
expensive in computing time.

~ Fruhwirth-Schnatter et al. (2019, p. 137)

5.1.4 Hierarchical clustering using the ICL

Having derived a solution with a given number of clusters K, it may be of interest to
construct a hierarchy from its clusters, allowing the exploration of partitions at different
granularity levels. Model-based hierarchical clustering extends the idea of non-parametric
and similarity-based hierarchical clustering strategy, such as Ward’s methods (Ward Jr 1963)
or complete-link (Sokal and Michener 1958) and single-link (Sneath 1957) clustering. The
first work of Murtagh and Raftery (1984) extends Ward’s criterion as the likelihood in an
isotropic Gaussian mixture models, and was later extended to the general case of spectral
constraints S, = A\ DrApD, (Banfield and Raftery 1993; Fraley 1998). In this spirit,
Zhong and Ghosh (2003) proposed an extension of Ward’s distance as the difference of log-
likelihoods before and after a merge, along with ways to approximate it when the inference
step is too costly to be done for each fusion.

More recently, model selection criteria were proposed as objective functions in hierarchical
clustering algorithms. Heller and Ghahramani (2005) proposed a hierarchical Bayesian clus-
tering algorithm, based on hypothesis testing. Marginal likelihoods of clusters are computed
at each stage, using conjugate priors involving similar expressions as in the ICL.,. Explicitly
working with a ICL gs¢ criterion, Baudry et al. (2010) proposed a soft hierarchical clustering
algorithm for finite mixture models. Relying on an asymptotic approximation rather than
exact derivation, it chooses the merge inducing lowest posterior entropy for the cluster mem-
berships probabilities. Thus, the latter is used to assess clustering quality, and the output
is a hierarchy of soft partitions. In the context of network analysis, Peixoto (2014) proposed
a greedy hierarchical clustering algorithm for a hierarchical formulation of the SBM, using
another model selection criterion: the description length. Although the criterion differs, the
author shows that it matches the ICL., when the prior on the connection probabilities of
the SBM is replaced by a nested sequence of priors and hyper-priors. Finally, the greedy
hill climbing heuristics possess a final merge stage but they stop when a local maximum of
ICL,, is reached, and are unable to complete a full hierarchy.

5.1.5 Contributions and organization of the chapter

This chapter builds on two main contributions to propose a two-step methodology for hier-
archical clustering.
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First, Section 5.2 addresses the issue of spurious local maxima in greedy maximization
of ICL¢,. We propose a hybrid genetic algorithm mixing an evolutionary strategy with
local search to optimize the ICL., criterion, efficiently exploring the space of partitions.
The novelty and efficiency of this approach reside in the representation of solutions as set
partitions, and in the crossover operator used to recombine solutions, carefully preserving
their structure. This algorithm is adaptable to a wide variety of DLVMs, as soon as swap
and merge moves can be efficiently computed.

Second, Section 5.3 introduces an agglomerative hierarchical algorithm considering ICL,,
as a function of the hyper-parameter o and relying on a new approximation, using the
asymptotic of the log-Gamma function when « goes to 0. We show that decreasing « can
unlock fusions in the sense that coarser partitions achieve a greater ICL value. Starting from
an ICL-dominant solution at a given level «, typically 1, the proposed heuristic extracts a
set of nested clustering, each of which is dominant with respect to this new criterion over
some range of « values. In addition, this strategy enables the construction of a cluster
dendrogram, giving a natural ordering for the clusters which is interesting for visualization
purposes, particularly on real datasets.

These two contributions are generically applicable in the framework of DLVMs for which
conjugate prior can be easily derived. In Section 5.4, we derive ICL,, expressions and discuss
model-dependent questions such as the specification of hyper-parameters 3. Specifically, the
treated DLVMSs are the mixture of multinomials, SBM, degree-corrected SBM and LBM.
Moreover, these algorithms are naturally linked, working with similar objectives, and the
first one can be used as an initialization for the second to extract a hierarchical clustering.
One of the particularities of this approach is that it only extracts the relevant part of the
dendrogram, since the latter typically starts with an optimal partition obtained at @ = 1
or 1/2. Therefore, it avoids the analysis of uninformative fusions commonly encountered in
the first stages of classical hierarchical agglomerative clustering algorithms. This approach
is also computationally efficient and may handle large datasets which could be hard to grasp
with classical fully hierarchical algorithms.

Section 5.5 gives a detailed investigation of the two algorithms behavior on simulated
and real datasets, along with a thorough comparison with related model-based clustering
algorithms.

As a motivating example for the proposed two-step methodology, we simulate a random
SBM graph with n = 1500 nodes and a hierarchical cluster structure with 3 big clusters each
composed of 5 small clusters. The small clusters have an intra-connectivity probability of
0.1 and a probability of connecting a node from the same big cluster of 0.025. Moreover, two
random nodes may be connected with a probability of 0.001. Figure 5.1 presents the result
of a greedy optimization with a random starting partition with twenty clusters. The results
of the proposed hybrid optimization algorithm and the same results after a reordering of the
clusters with the hierarchical heuristic. As clearly shown by this example, the greedy heuris-
tic with a random starting point suffers from under-fitting with only six clusters extracted
among the 15 simulated. The hybrid algorithm does not suffer from the same problem in this
example, and recovers correctly the 15 simulated clusters. Finally, the hierarchical ordering
enables a clear visualization of the hierarchical structure of this dataset, that is also clearly
depicted in the extracted dendrogram presented in Figure 5.2.

Finally, an open-source R package (R Core Team 2019) greed providing a reference im-
plementation of the algorithms introduced in this chapter is also available. The implementa-
tion is extendable and new models can be integrated. The main computationally demanding
methods were developed in Cpp thanks to the Repp package (Eddelbuettel and Balamuta
2017) taking advantages of sparse matrix computational efficiency thanks to the ReppAr-
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madillo and Matrix packages (Eddelbuettel and Sanderson 2014; Bates and Maechler 2019)
which offer a natural interface with the Armadillo Cpp library for linear algebra with sparse
matrix (Sanderson and Curtin 2019). Eventually, the future package (Bengtsson 2019)
was used to enable easy parallelization of the computations of the proposed hybrid genetic
algorithm.

greedy hybrid hybrid + hierarchical ordering
34% % %

21% oo
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Figure 5.1: Motivating example for the proposed algorithms. Block matrix representation of the solutions
(upper row) and cluster node link diagram (bottom row) obtained with (from left to right) a greedy algorithm
with a random starting point, the proposed hybrid algorithm and the same clustering but with clusters
rearranged thanks to the hierarchical ordering.
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Figure 5.2: Motivating example for the proposed algorithms. Clusters dendrogram extracted with the
hierarchical regularization path heuristic.

5.2 A hybrid genetic algorithm for DLVMs

As explained above, several works rely on the ICL,, criterion as an objective function to
maximize with respect to the partition Z. These are mainly based on greedy hill climbing
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algorithms: starting from a carefully chosen over-segmented initial partition, or seed, swaps
and eventually merges are applied to increase the criterion. In addition to the competitive
computational complexity and the ease of implementation, these algorithms may be seen
as an automatic way to perform model selection, as clusters may be emptied during the
process. In the SBM case, Céme and Latouche (2015) propose a thorough comparison with
state-of-the-art methods that illustrates the interest of such algorithms.

However, a major drawback of this approach is its dependency to the initialization. In-
deed, defining a relevant initial partition is not trivial, and the method may lead to under-
fitting as demonstrated in the introductory example in Figure 5.1. Here, the issue seems to
lie in the lack of exploration of the partition space, and genetic algorithms (GAs) have been
proposed to improve the exploration. Starting from a given solution, the latter evolve a
population of candidate solutions by selecting some of the most promising ones, combining
them, and mutating them until a specified number of generations or some stopping criterion
is met. As described in Eiben and Smith (2004, Chapter 2), the fundamental components
of such algorithms are the solution representation, the selection strategy and the variation
operators used for recombination and mutation. However, while GAs are very good at iden-
tifying near-optimal regions of the search space, they can take a relatively long time to reach
a local optimum in the region of interest. In order to improve their exploitation capacity,
a number of works suggested hybridizing GAs with efficient local search algorithms capable
of improving solutions between each generation (see Eiben and Smith 2004, Chapter 10).
These evolutionary methods have been named in various ways, such as hybrid GAs, memetic
GAs, and genetic local search algorithms.

In the case of ICL., maximization, existing greedy heuristics may be seen as such local
search algorithms, locally improving a partition, and we build on this idea to propose a
hybrid GA. In the following, we discuss the practical choices made when designing the
genetic algorithm. Moreover, we emphasize that, in this section, the prior parameters are
considered to be fixed to uninformative or default values, and we only optimize ICL,(Z)
with respect to the partition Z.

5.2.1 Recombination of solutions with the cross-partition operator

The first step towards building a GA is to define a way to represent candidate solutions inside
the algorithm. The latter is also called the genotype space, with genotypes as points in this
space. This choice is fundamental as it guides the variation operators such as the recombina-
tion operator, also known as crossover, which combines two parent genotypes into a new one,
and the mutation operator, which randomly modifies genotypes. In the case of clustering,
the original space of solutions contains Z, implicitly defining a partition P = {C4, ...,Ck}
of {1,...,n} into K clusters. Tessier et al. (2006) use integer encoding, which consists in a
vector of length n where each individual is assigned to an integer k € {1..., K} representing
its cluster assignment. However, this approach presents a major drawback. Indeed, akin to
the label switching problem in statistical inference, the ICL., objective function is invariant
under a permutation of the cluster indices, and this representation is therefore heavily re-
dundant. Thus, as emphasized in Hruschka et al. (2009), popular crossover operators based
on crossover points will not consider this specificity and will completely break the structure
of the solution. This is notably the case in Tessier et al. (2006), leading to slow evolution
of the population of solutions. We propose to circumvent this issue by directly choosing the
space of partitions as the genotype space, defining crossover and mutation operators on it.
Such operators will not suffer from label switching, and will preserve the clustering structure
present in the genotypes.
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CROSSOVER OPERATOR The crossover operator defines how two parent genotypes P! =
{ci, .., C}(l} and P? = {C?, ...,CIQQ} are combined together to form an offspring. We
propose to use the cross-partition, defined as the set of all possible intersections between the
elements of the two partitions:

PLxP? = {C; NC?, Yk e {l,... K} le {1, ...,KQ}} \ {0}

This operator produces a new partition with at most K7 x K clusters, which is a refinement
of P! and P? in the sense that both parents may be reconstructed using merge operations.
It is also the first common ancestor of both P! and P? in the partition lattice. Hence,
its interest is twofold. First, as in the motivating example, if both parent partitions are
under-fitted, crossing them allows the algorithm to go backward in the partition lattice,
considering finer clustering. Second, it is particularly appropriate for the hybridization with
greedy heuristics. Indeed, unnecessary clusters may be created when the crossed solutions
are around the best one. Then, a greedy local search based on merge moves may be used to
remove these clusters efficiently.

5.2.2 Selection, mutation and the hybrid algorithm

The remaining aspects of the genetic algorithm concern the selection procedure and the
mutation operator. As the population size V is kept fixed throughout the algorithm, selection
defines which parent genotypes are combined together to form offspring. Several options were
tested which did not greatly changed the performances of the algorithm, and we decided to
keep a rank-based selection policy (see Eiben and Smith 2004, pp.81-82). In this scheme,
the selected genotypes for building the next generation are chosen according to a probability
proportional to their rank in terms of ICL,,.

As for the mutation operator, it randomly acts on the elements of a genotype, here the
clusters of a partition. Together with the recombination operator, it allows introducing
variability in the algorithm allowing for a better exploration. Again, a desirable property
is the refinement of a given partition, and a natural mutation to consider is to split a
cluster in two new ones at random. Then, local searches consisting in swaps and merges can
either undo a poor split or explore new directions. The resulting hybrid greedy algorithm
is represented as pseudo-code in Algorithm 4.

COMPUTATIONAL EFFICIENCY  From a computational perspective, the crossover and mutation
operator can easily be parallelized since they are independent for each pair of solutions to
combine. In addition, while already efficient, this first version was optimized by taking
advantage of a special feature of the problem. Indeed, after having formed the crossed
partition, one may determine the pairs of clusters (k,[) that have a common parent either
in P! or P2:
{(Ch.C1) € (P1x P2):3C € PLUP?, (CLNC £ 0) and (CiN C # D)},

only allowing merge and swap movements between them. This allows gaining a factor K,
which can be interesting for a large number of clusters, especially in the first iterations of
the algorithm. The rationale behind this restriction is that both initial partitions may be

recovered if needed, while the inspection of a non-negligible quantity of merge and swap
moves having a low chance of being relevant can be avoided.
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This hybrid genetic algorithm allows the extraction of a natural clustering when the num-
ber of clusters is unknown, by carefully exploring the space of partitions and exploiting
relevant solutions. The trade-off between the two is controlled by a few tuning parameters,
namely the population size and the probability of mutation, and the computational com-
plexity, which is model-dependent, is competitive with other approaches. The experiments
carried in Section 5.5 will demonstrate its performances in real and simulated settings.

5.3 Hierarchical extension from regularizationpath ...

In this section, we introduce the second contribution of this chapter: a greedy agglomerative
algorithm for hierarchical clustering, based on an approximation of ICL.,. Hereafter, ICL,,
is viewed not only as a function of the partition Z but also of the hyper-parameter c. The
asymptotic behavior of the log-gamma function near 0 is used to derive a simple functional
form for the criterion as a function of a. The resulting approximation is called ICLy;, due
to its log-linear dependency in «. Then, « is used as a regularization parameter which
unlocks access to simpler, coarser, solutions. The algorithm produces a hierarchy of nested
partitions along with the sequence of the regularization parameters which enabled the fusions

(Z(k), a(k))k:KP_,l. Eventually, the extracted partitions may be investigated, and the
hierarchical structure used to get a pseudo-ordering of the initial clusters to enhance the
graphical representation of the clustering results.

Algorithm 4: Hybrid genetic algorithm

Data: population size: V', probability of mutation: pm, maximum number of
generations: maxgen, dataset Y
Result: a partition P*

Build a population G = {P!,..., PV} of initial solutions using greedy swap
nbgen = 1 while nbgen < maxgen do

add the best solution P* in the population to the new generation G,, = {P*}
sample according to their rank in terms of ICL, (V — 1) pairs of solution in G
for each sampled pairs (P, P?) of partitions do
build the cross partition P of P! and P2
P =Pl xP?
update P using greedy merge
if random < pm then
| sample a cluster of P and split it randomly in two
end
update P using greedy swap
add P to the new generation G,, = {G,,P}
end
replace the population by the new generation G = G,,
nbgen < nbgen + 1
end
return the best solution P* of G,
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5.3.1 A new approximation for the exact ICL

As shown in Equation (5.6), ICL.; decomposes as the sum of two terms. The first one is
logp(Y | Z, B), the conditional integrated log-likelihood of the data, given the partition Z.
It will be denoted by D(Z) and only depends on the observed data Y, the partition Z, and
the model specification. The second term is the integrated log-likelihood of Z and depends
on the Dirichlet hyper-parameter a:

K
logp(Z | o, K) =logT'(aK) + Y logT'(a + ny) — Klogl(a) —logl'(n+ o K).  (5.7)
k=1
Here, the dependency between K and Z is made explicit, the former representing the number
of clusters in the latter. Then, we consider the asymptotic behavior of the expression above

when « becomes small. First, recall that the log-gamma function behaves as minus the
natural logarithm near 0:

logI'(a) =log(a ' T(a+ 1)) ~¢ —log(a). (5.8)

Then, considering K fixed, we can use this approximation on logT'(«) and logT'(aK) re-
spectively. Finally, we use logI'(nx + «) & logT'(ng) and logT'(n + aK) =~ logI'(n) when
alpha is close to 0. Combining these approximations, a simpler expression of Equation (5.7)
as a log-linear function of «, can be derived:

logp(Z | a, K) =g (K — 1)log(a) — log(K) + Zlogf (ng) —logT'(n).

The algorithm introduced in this paper relies on this approximation, and the corresponding
criterion is named ICLy;,, where [lin stands for linear:

K

ICLyin(Z,a) = D(Z) 4+ (K — 1) log(a) — log(K) + ZlogF ng) —logT'(n).
k=1

All quantities that do not depend on « may be grouped in an intercept:
I(Z) = D(Z) —log(K Z log'(ng) — logT'(n). (5.9)

Then, the log-linearity of our new criterion appears explicitly:
ICLyn(Z,0) = (K — 1)log(a) + 1(Z). (5.10)

Naturally, the quality of this approximation depends on how small both o and aK are. For
the first one, the approximation of Equation (5.8) is quite mild, even for standard a value
such as 1 or % As for a K, while its value may be relatively far from 0 for o = 1, we verify in
practice that « rapidly decreases several orders of magnitude below 1 as of the first fusion.
This ensures that the approximation is correct throughout the procedure.
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5.3.2 Hierarchy construction

Looking at the functional form of the previous approximation, a natural goal is to search
for the Pareto front in the (loga, ICLj;,(Z, ) plane. The latter corresponds to a set of
dominating partitions with respect to ICLy;,, for a certain range of « values in ]0,1], or
equivalently for a range of log(«) values in | — 00, 0]. Formally, we define the Pareto front
as:

P={(Z*I) : Ya € I*,VZ # Z*, ICLyn(Z*,@) > ICLyn(Z,a)},  (5.11)

where I* are intervals of |0, 1]. Finding this set of dominating partitions and ranges is not
a trivial task. However, the difficulty is reduced if we consider a dominant partition Z for
certain level «, and restrict ourselves to look for partitions that results from merges of Z.
Indeed, we will show that it is quite easy, for a given a partition Z, to find the hyper-
parameter o* and the pair (¢*,h*) of clusters to merge, such that the obtained coarser
partition Zg-_p+ will dominate Z, along with any other partition Z,up, over ]0, o*]. Starting
from an initial clustering Z ) these locally optimal merges can be used to build a heuristic,
in the spirit of hierarchical agglomerative clustering, that will extract a sequence of nested
partitions to approximate the Pareto front defined by Equation (5.11). While this heuristic
is not guaranteed to extract the Pareto front, it may still provide good results, especially
starting from a dominant partition, e.g. obtained by maximizing ICL.,(Z, 1) with the hybrid
optimization algorithm introduced in the previous section. Intuitively, if a partition Z is
locally dominant for some « value, there is a good chance that the next dominant partition
for some o/ < « will be a coarse version of Z. Indeed, to surpass a dominant solution in o/,
the new dominant solution must be coarser in order to benefit from a reduced decreasing
slope, while it must also have a high intercept I(Z’). Solutions built from merging two
clusters of Z are coarser, therefore fulfilling the first requirement. Moreover, since Z is
already dominant, we may also hope that a coarser version of it also has a high intercept,
and therefore dominates other partitions for this new o’ value. Let us therefore detail this
heuristic, and the conditions under which a fusion opportunity exists.

5.3.2.a Fusion opportunity

For any given partition Z(®)| with k > 2 clusters, let us define Z*~1 as the space of all the
partitions with (k — 1) clusters that are coarser than Z®*):

Zk=1 = {Zguh : the partition Z®) with clusters g and h merged, g # h} .

Note that we will use the terminology mother partition for Z*) and child partition for any
element of Z(*~1),

As pointed out previously, with Z*) fixed, the function ICL;;,(Z™®), -) is log-linear with
slope (k — 1) and intercept I(Z®). This implies that the slope of the ICLy, functions
decreases incrementally to 0 as k decreases to 1. Figure 5.3 illustrates this behavior of
ICLy;y,, with respect to the number of clusters k. It can easily be seen that the slopes
decrease until k£ reaches 1 which corresponds to an horizontal line.

From Equation (5.10) we are able to derive the expression of the variation of the ICL;,
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Figure 5.3: Lines of slope k — 1 representing the functions log o — ICL(Z*), log ) for a collection of
partitions Z(*) with a decreasing number of clusters k = 21,...,1. We see that the ICLj;, order changes as «
decreases, favoring coarser partitions. The x-axis slice at log o = 0 corresponds to the intercepts I(Z(k)).

between a mother partition Z*) and any of its child Zgup as a function of o :

Aguh(a) = ICLyp, (Zguhv a) —ICLyy, (Z(k)7 a) y
= —log(a) + I(Z,un) —1(ZW). (5.12)

Graphically, log o — Agup(log @) is the difference between two straight lines, of slope k — 2
and k — 1 respectively. Moreover, the zero of Equation (5.12) can be easily derived and will
be denoted by ag4, p:

Agon(ag n) =0 < log(ay ) = 1(Z,un) — 1(ZP). (5.13)

In geometric terms, we know that below this level, the child partition Z,,;, dominates its
mother Z*) in terms of ICLy,. Thus, for any mother partition Z*), we are capable of
computing the tipping points (ag,n)g<p for the @ possible child partitions. To find the
best fusion, we recall the form of the ICLy;, for any partition Zgu, € 7%+ =1 from Equation
(5.10):

ICLyn(Zgun, @) = (k —2)log(e) + I(Z4un), Vg, h.

So it is clear that, viewed as functions of log a, the ICLy;, of all child partitions in Z®*~1) are
parallel straight lines of slopes (k — 2), ounly differing by their intercepts. This guarantees
us that there exists a unique partition, uniformly dominating in «, in Z*~1). Formally:

NZyeipe € ZFV st Va >0, VZ,, € 20V
ICle (Zg*u h*,a) Z ICle (Zguh, Oé) . (514)

This partition corresponds to the one with the greatest intercept which, by Equation (5.13),
also happens to be the one intersecting with Z*) at the greatest Olg ht
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(g%, h*) = arg IZIE}LX I(Zyup) = arg II;E}LX I(Zyun) — 1(ZW) = arg rr;z%x Qg p.
This discussion describes how to find the best fusion, going from a partition Z*) to Z*—1) =
Zg~un+ by setting alk=1) = ogr p+. Taking this greedy approach, one may perform such
locally optimal merges sequentially in a fast and efficient bottom-up procedure until all clus-
ters have been merged into a unique cluster. Hence, we can see how « acts as a regularization
parameter, enabling for fusions. Taking an initial partition Z(*) and a given initial (%),
typically 1, this will provide a set of nested clustering solutions (Z*), a(®)), _r ;.

5.3.2.b  Post-processing

The previous strategy outputs a hierarchy, meaning a set of nested clustering with a number
of clusters ranging from K to 1. Each merge performed by the algorithm is stored into
a binary tree, keeping track of the hierarchical relations between clusters. However, one
important point to observe is that some of the partitions extracted by this agglomerative
greedy algorithm may not be dominant anywhere in « €]0, 1], with respect to the others.
This corresponds to situations where combining several merges in one step is better than
performing them sequentially. Indeed, in geometrical terms, there is no guarantee that
the intersection between the ICLy, of Z*) and Z*~1V is at a greater o than between
Z®*) and Z*=2). Or, equivalently, there is no guarantee that the sequence (oz(k));c is non-
increasing. This is quite natural since ICLj;, is a penalized criterion, thus it does not
necessarily increase with the model complexity. Since such partitions cannot belong to the
approximated Pareto front, we propose to remove them. Indeed, they are easy to track
since they correspond to merge k where a(*~1 > (%), Then, having extracted the F < K
dominating partitions, it is possible to recompute the ay where they cross each other to
get a sequence (Zf,ay)f=r, .1 with a non-increasing sequence (ay)¢. Although the index
of Z; does not indicate its number of clusters anymore, the sequence still consists in a
hierarchy of nested partitions, which are now ordered in terms of ICLy;, in their ranges of
dominance: ICLyn(Z5, ) > ICLyn(Zi, @), ¥V f # 1, Vo € [ap_1,ay]. Figure 5.4 illustrates
this post-processing, where the ICLy;, lines associated with each Z(*) extracted by the greedy
agglomerative algorithm are depicted with their corresponding dominance ranges, and the
nowhere dominant partitions are highlighted.

5.3.2.c Visualization

Along with its property discussed above, the proposed algorithm possesses interesting graph-
ical features for the visualization of both the hierarchy, with a dendrogram, as well as the
initial clustering Z(%) using the partial ordering of the leaves.

DENDROGRAM  The sequence (ay)s=p,...,1 may be used for the construction of a dendro-
gram representing the cluster merge tree from Z5) to Z(!) | with the non-increasing sequence
(—log(af))s in the y-axis. Thus, the hierarchical structures of the clusters can be visualized
as well as the amount of regularization needed for each fusion(s). Indeed, as discussed above,
the y-axis can then be seen as the drop in ICLy;, induced by each merge, acting as an analog
of the traditional dissimilarity in agglomerative strategies. Figure 5.5 presents the obtained
dendrogram for the Book network of Section 5.5.3.
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Figure 5.4: ICL;;,(Z, «) as a function of log(ca) for every partition extracted by the greedy hierarchical
algorithm on the Books co-purchasing network (see Section 5.5.3 for dataset details), with a dc-SBM model.
The partitions that do not have any range of dominance are highlighted with dashed red lines, and the
dominant ranges with solid black lines. The intersection between dominant partitions correspond to the
recomputed tipping, dominance shifting points (a¢) ¢. The initial partition Z(X) was built using Algorithm 4.
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Figure 5.5: Dendrogram representation of the extracted hierarchy for the Books co-purchasing network (see
Section 5.5.3 for dataset details).
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LEAVES ORDERING  Another interesting feature of the proposed procedure is the partial or-
dering of the initial clustering Z®) that can be obtained from the merge tree structure.
Indeed, for a binary tree with K leaves, there are 25 ~1 permutations of its leaves that are
compatible with its structure. In other words, there are 25~ possible dendrograms rep-
resenting the same hierarchy. However, some are more relevant than others and we seek
to find the optimal tree consistent ordering (or permutation) o that minimizes the sum of
merge costs between successive clusters at a = 1:

K-1

0 = argmin Z Ag(k)Uo(k+1)- (5.15)
k=1

An efficient algorithm based on dynamic programming (Bar-Joseph et al. 2001) is already
available to solve this optimization problem. As shown in Figure 5.1, such ordering of the
initial clusters may be used advantageously to draw node-link diagrams or block adjacency
matrix, enhancing visualization and simplifying the interpretation of the clustering results.
This approach is used in the greed package to provide the final ordering of the clusters.

5.4 Deriving exact ICL: application to some DLVMs ... .. .. ... ...

So far, the discussion has been purposely general in order to express the generic aspect of
the proposed methodologies. The following section discusses the detail of ICL,, derivation
for some discrete latent variable models introduced in Chapter 2. As defined in Equation
(5.6), the only quantity needed to explicit a particular model is logp(Y'|Z, 3), namely the
supposed generative model at hand in Equation (5.1).

5.4.1 Mixture of multinomials

As discussed in Chapter 1, multivariate count data arise in many scientific fields in the
form of frequency counts, such as word occurrence in text analysis, read counts in RNAseq
data, or species abundance data in ecology. Formally, an observation y; is supposed to
be a count vector in NP, where y;; represents the count of modality j, with total count
¢ = ;7:1 y;j. Here, we consider the mixture of multinomials (MoM) model which was
introduced in Section 2.4.2 for the clustering of discrete data. In a Bayesian context, we
define a symmetric conjugate Dirichlet prior on each parameter 8y and the generative model
of Equation (5.2) is given by:

01@ ~ DP(IB = (5775))7
Yilzik = 1,0 ~ Mp(c;, Oy). (5.16)

Then, each parameter 85 can be marginalized out exactly, giving a Dirichlet-multinomial
distribution (Minka 2000) per cluster.

Proposition 5.1 (Proof in Appendix C.2 on page 149). Under the mizture of multinomials
model of Equation (5.16), we have:

r(6p) 11 Tox; + )

logp(Y|Z) :zk:log F(B)P_F(ck+ﬁp) +log B(Y), (5.17)
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with ogj = Y 1| ZikYijs Ck = Z§:1 or; and B(Y') is a constant that does not depend on Z
or 8.

Tessier et al. (2006) and Biernacki et al. (2010) analogously derived an exact ICL criterion
for the latent class model (LCM) which is closely related to MoM. The LCM model also fits
in the proposed framework. The derivation of greedy updates for merge or swap moves does
not present difficulties for these models. As for setting the 8 hyper-parameter, uninformative

prior or Jeffreys prior can be used by setting 8 to 1 or %

5.4.2 Stochastic block models and degree correction

We now describe the derivations for the standard binary SBM of Section 2.2.2.a as well as
its degree-corrected variant.

BINARY SBM  In the binary SBM framework, y;; are Bernoulli random variables indicating
the presence or absence of an edge. As mentioned above, the probability of a connection
between the nodes i and j only depends on their cluster assignments z; and z;. Hence, there
is a connection probability parameter ; for each pair of clusters. Ultimately, a Bayesian
formulation of SBM is given by:

ekl ~ Beta(noa Co)a
Yijlzinzjt = 1,60 ~ B(Ow), (5.18)
where the Beta prior on the connection probabilities is used as a conjugate of the Bernoulli

distribution with hyper-parameter 8 = (1°,¢%). Coéme and Latouche (2015) derived an
exact ICL criterion for this model, relying on Beta-Bernoulli conjugacy.

Proposition 5.2 (Proof in Céme and Latouche (2015), Appendix A). Under the SBM
model, we have:

(n° + ¢OT ()T (Gra)
logp(¥'|2) = Zl ( (¢ (e + Ckl)) ’ (5:19)

with nrr = n° + 32,5 ziezjiyij and G = C° + 22, ziwzin(1 = ¥ij).

Again, a commonly accepted value for setting the hyper-parameter 3 is n° = ¢° = 1 or
1/2, for a uniform or Jeffreys prior respectively.

DEGREE CORRECTION Real world networks tend to exhibit a specific degree distribution,
with some nodes having a number of links greatly superior to the average. In the SBM,
all nodes inside a cluster are statistically equivalent, hence a simple SBM model may have
some difficulty in reproducing such heterogeneous degree distributions. Karrer and Newman
(2011) proposed a slight modification of the SBM to respect the degree sequences of the
observed graph. It can be expressed as an SBM generative model, where the connection
probability between two nodes now also depends on node parameters ® in order to introduce
disparity between the nodes. This new model is called degree-corrected stochastic block
model (de-SBM). We introduce a slightly more general version of this model for directed
graphs similar to the model introduced in Zhu et al. (2014), where the parameters @~ and
®* govern the out-degree and in-degree distributions of nodes respectively. Then, defining

113




the degree prior distributions as in Newman and Reinert (2016) and Riolo et al. (2017), the
model writes as follows:

Qu ~E(B7Y),
O, By | Z ~US), (5.20)
yij|zikzjl = 1, Q, b ~ 'P((I);leq);_)

Here, ®;, = (#;)i:z;,=1, and S = nx A, the rescaled simplex of dimension (nj — 1) induced
by the constraints ), ¢;z;x = ni. The latter must be set for the model to be identifiable.
In this model the Bernoulli distribution of edges is replaced by a Poisson, in part to ease
the computations, and the exponential distribution is used to leverage standard Gamma-
Poisson conjugacy as £(87!) = I'(1,3). This model may therefore handle multi-edges as
well as standard graphs, a Poisson with a small mean making a good approximation for
the Bernoulli (Zhao et al. 2012). The ICL,, of this model can be derived thanks to the
conjugacy between exponential and Poisson distribution, and after some calculus reported
in the Appendix.

Proposition 5.3 (Proof in Appendix C.3 on page 150). Under the dc-SBM model we have:

+ _
(ng — 1)!nzg’“ (ng, — 1)!nng

nk + dg; — )! (ng +dg, —1)!

logp(Y'|Z) = _log (
k

+Zlog< ()t 57 ) +log B(Y), (5.21)
k.l

(Brngng + 1)VM+1

where vy = Z” ZikZj1Yij is the total counts in block (k,1), d; = Zj yij and d;r = . Vij
correspond to node i out-degree and in-degree respectively, and dg, , dg,:' to their sums in
cluster k. B(Y') is a constant detailed in the Appendiz, that does not depend on Z or 3.

Contrary to the previous models where proper Jeffreys or uniform prior could be used, the
exponential distribution does not admit a conventional non-informative prior. An acceptable
solution to fix /3 is, however, proposed in Newman and Reinert (2016), where the authors
use the mean connection probability of the network. From a practical point of view, deriving
swap and merge updates is also quite easy for these models, even though some care is needed
to avoid unnecessary computations (Céome and Latouche 2015) and can be done efficiently
using sparse matrices.

5.4.3 Co-clustering and latent block model

Co-clustering aims at clustering simultaneously the rows and columns of a data matrix Y
of size n X p into homogeneous groups. For example, in text analysis one may be interested
into grouping documents and words together. Section 2.2.2.c introduced the latent block
model (LBM, Govaert and Nadif 2010), a popular generative model to perform such task,
forming a flexible class of models depending on the supposed observational model (Wyse
et al. 2017). The main feature of the LBM is its block generation hypothesis:

z{ ~ Mg, (1,7"), 25 ~ Mg, (1,7°),
Yij | zipzj, = 1,0 ~ p(- | Orr).
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Here, Z" and Z° are binary matrices defining a partition of the n rows in K, clusters and
of the p columns into K clusters respectively. The LBM may be handled similarly as other
DLVMs, with a slight variation of the prior to handle the bipartition aspect:

p(mw | a) =Dk, (7" | a) x Dk, (7° | o). (5.22)
With such a prior, the likelihood of the bipartition integrated with respect to 7 is factorized
p(Z | a)=p(Z" | a)p(Z€ | @) and writes as:
K, K.
L(aK,) J] T(a+ng) T(aK.) ] T(a+my)
k=1 =1

p(Z|a)= L'(a)EKT'(n+aK,) 8 F(@)KT(p+aKe)

(5.23)

Again, this part is common to any LBM, and independent on the observational model at
hand. Thus, the only quantity needed to derive ICL,, for the LBM is logp(Y | Z,3).
The latter is often explicit when working with standard distributions for y;;, leveraging on
known conjugacy results. This is notably the case for standard discrete data distributions
using Beta-Bernoulli or Gamma-Poisson conjugacy. Other types of distributions may be
considered, e.g. for continuous data y;;, and exponential family distributions are good
candidates to derive natural conjugate priors on ;.

Moreover, as already emphasized, the SBM and LBM are very similar and a degree-
corrected LBM can also be derived for discrete Poisson observations as follows:

Qu ~ E(B7Y),
k| Z" ~U(Sk),
T ZC~U(Sy), (5.24)
Yijlzizs = 1,82, @7, B ~ P(D7 Q2 PF).

Then, an ICL.; can be derived which closely resembles the one of Proposition 5.3, using
similar arguments and calculations.

Proposition 5.4 (Proof in Appendix C.4 on page 152). Under the de-LBM model we have:
gy (Y12) =3 1o e k) + #3000 (o = Dty
&P 8 (ng +rp — 1)! & ml—l—cz—l)

+ Zlog ( ! ) +1log B(Y), (5.25)

ﬁnkml + 1)sz+1

where vy = Zij 2k 25y Here, 1y = Zij 2Ly and ¢ = Zij 25Yij correspond to row
and column cluster degrees, and B(Y') is a constant detailed in the Appendiz, that does not
depend on Z or 3.

Merge and swap updates for dc-LBM closely resemble those of dc-SBM and can be derived
in the same fashion. Moreover, the prior parameter 5 can be set using the same approach
as for de-SBM. However, dealing with bi-partitions induces some particular constraints for
both the genetic and hierarchical algorithms. The next paragraph details how they can be
extended to co-clustering.
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DEALING WITH BIPARTITIONS The hybrid algorithm presented in Section 5.2 can be easily
extended to co-clustering described above. In this case, we work with a partition P of
{1,...,n + p} with the additional constraints that it decomposes into two disjoint sets of
clusters that corresponds to a partition of {1,...,n} and {n+1,...,n+p} respectively (one
for the rows and one for the columns):

— (s T c c . U C]: :{1,...,77,},
P={Ci,...,Cg ,Cs,....Ci.} : { UIZCf 1 np) (5.26)
This can be easily achieved by defining ICL.,(P) = —oo for partitions that do not fulfill
this constraint and by initializing the algorithm with admissible solutions. This is sufficient
to ensure that the obtained solutions will also be compatible with the constraints, since the
admissible set of partitions is closed under the crossover and mutation operations used by
the algorithm.

Furthermore, the hierarchical methodology can also be extended easily to bi-partitions.
Indeed, Equation (5.23) leaves a factorized integrated likelihood for p(Z | «), with a common
parameter . Thus, the ICLy;, approximation of Equation (5.10) is still log-linear in o and
writes:

ICLyin(Z, ) = (K, — 1) log(a) + (K. — 1) log(a) + I(Z), (5.27)

with I[(Z) = I(Z") + I(Z°) the intercepts defined in Equation (5.9). Hence, with the
constraint that a merge cannot be done between rows and columns clusters, one can look
for the best row or column fusion to do at each step, therefore building two dendrograms in
parallel, with a shared (ay)y sequence.

5.5 Numerical experiments .. .

Having described several popular instances of discrete latent variable models that can be
handled by the proposed methodology, this section investigates the behavior of the proposed
algorithms in simulated and real settings with several models. First, simulations are per-
formed to compare the hybrid optimization algorithm with other algorithms able to handle
the same task. The results of the hybrid algorithm and competitors are then compared
on real datasets, prior to an analysis of the hierarchical results produced by the proposed
methodology on the same datasets.

5.5.1 Medium-scale SBM simulations

To investigate the performances of the hybrid algorithm, we pursue with our motivating
example defined in Section 5.1. The simulation consists of a SBM graph with 1500 nodes
with 15 clusters hierarchically designed : 3 big clusters each divided into 5 small clusters.
Figure 5.6 (left) presents the evolution of the ICL criterion among the different generations
of solutions build by the algorithm. As clearly shown by this figure, the criterion improves
at each generation until it reaches a plateau around the fourth generation. A comparison of
the algorithm with other solutions is also performed on the same problem by running the
different algorithms with one hundred simulated graphs. The hybrid algorithm is compared
with a greedy algorithm with random starting point, a greedy algorithm with multiple
random starting partitions, a regularized spectral algorithm (Qin and Rohe 2013) (which is
run with the true number of clusters since it does not perform model selection), and a greedy
algorithm initialized with the spectral algorithm. For all the variants of the greedy algorithm
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Figure 5.6: Evolution of ICLec with respect to the generation for one run of the hybrid algorithm (left), NMI
between simulated and reconstructed clusters for one hundred simulations for the different algorithms (right).

and our hybrid proposal default values were used for their parameters: initial number of
clusters equal to twenty, size of the population equal to fifty, probability of mutation equal
to 0.25 and maximum number of generations fixed to ten. The comparison is made in
terms of normalized mutual information (NMI, Vinh et al. 2010) between the extracted
and simulated clusters. The NMI allows comparing partitions with a different number of
clusters, as is needed in this setting, and an NMI of 1 means a perfect match between two
partitions. One hundred simulated graphs with the same parameters as those given in the
motivating example of Section 5.1 are used to compare the algorithms. As expected, the
greedy algorithm with random starting point suffers from quite severe under-fitting and gives
an NMI around 0.55, using multistart helps a little and the solutions then are around an
NMI of 0.7. The spectral algorithm does also improve with an NMI around 0.85. Eventually,
the two best algorithms are the simple greedy algorithm carefully initialized (here using the
results of the spectral algorithm with twenty clusters) and our proposed hybrid algorithm
which recovers almost perfectly the simulated partitions in all of the simulations (93% of
perfect recovery) whereas some simulations are still not perfectly recovered by the greedy
algorithm with careful initialization (51% of perfect recovery).

5.5.2 Medium-scale mixture of multinomials simulations

As a second scenario, we focused on a mixture of multinomials model. The simulation setup
was as follows: 15 clusters with equal proportions were generated. The sample size was fixed
to 500 and the number of possible outcomes for the multinomials to 100. The multinomial
parameters were set such that each cluster has a uniform distribution on {1,...,100} except
for 10 randomly chosen outcomes that have their probabilities multiplied by 4. Eventu-
ally the number of draws for each multinomial sample was set to 50. The simulation was
performed one hundred times and for each generated dataset the solutions found by the
different variants of the greedy heuristic, an EM algorithm (from the mixtools R package)
with model selection performed with AIC and BIC were recorded. We may first look at the
number of clusters extracted by each algorithm. Figure 5.7 presents the bar graphs of the
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number of extracted clusters for each of the algorithms over the 100 generated datasets.
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Figure 5.7: Bar graphs of the number of extracted clusters over one hundred simulated datasets for the
different algorithms. The datasets were generated with K = 15.

The solutions found using an EM algorithm and BIC or AIC for model selection suffer
from a lot of variance. AIC gives more satisfactory results on this problem but the number
of extracted clusters is still quite variable, between 10 and 22. BIC leads to too simple
models with fewer than 5 clusters in all the simulations. Some of these results can be
explained by the random initialization of the EM algorithm. Greedy maximization of ICL
gives better results in this problem and found the correct number of clusters in around 60%
of the simulations with the multistart version of the algorithm (which is a little bit better
than the version seeded with a simple k-means). Eventually, the hybrid algorithm found the
correct number of clusters in more than 75% of the simulations and is therefore also better
here. If we inspect the results with respect to the NMI with the simulated labels, or with
the obtained ICL values as shown in Figure 5.8, the ranking of the different solutions does
not differ. The hybrid algorithm leads to the best results even though the differences with
the seeded version of the greedy algorithm are less important with respect to these metrics
in this experiment.

5.5.3 Clustering real network data

The performances of the proposed solution were also investigated with real datasets. Clas-
sical graph clustering datasets were first analyzed:

o Blog: a directed network from Adamic and Glance (2005) of hyperlinks between 1222
blogs on US politics, recorded during the 2004 presidential election,
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Figure 5.8: NMI between simulated and extracted clusters and ICL for the different algorithms on the mixture
of multinomial simulation over one hundred simulations.

e Books: a network of 105 books about US politics also published around the time of
the 2004 presidential election and sold by the online bookseller Amazon.com (edges
between books represent frequent co-purchasing of books by the same buyers),

o Jazz: an undirected network of 198 jazz bands (Gleiser and Danon 2003),

o Football: an undirected network of American football games between 115 colleges
during the regular Fall 2000 season (Newman and Girvan 2004).

All of these classical datasets were downloaded from Mark Newman datasets pagel. Two
co-clustering datasets were also benchmarked:

e French parliament: this dataset concerns the votes of 593 French deputies during a
part of the current legislature and covers 1839 ballots, the data were extracted from
the French national assembly open data apit and gathered into a binary matrix where
the presence of a one indicates a positive vote of a deputy for a specific ballot.

o Jazz bands / musicians: is a recreation of the raw data in Gleiser and Danon (2003).
These raw data were extracted by scrapping the same source namely The Red Hot Jazz
ArchiveS. For each available band, the list of its members was extracted leading to a
binary matrix of 4475 musicians and 965 bands. For all the performed analyses, we
removed all the musicians that played in fewer than 3 bands and all the bands with
fewer than 3 musicians, leaving a final matrix of 690 musicians and 539 bands.

These datasets were produced for this chapter and are available together with the classical
network datasets in the R package greed accompanying the chapter. For each of these
datasets, and in order to get some information on the variability of the results, we ran
the algorithms 25 times, with a dc-SBM model for networks and dc-LBM model for co-
clustering datasets, and the resulting ICL,, values were recorded. The algorithms are the
same as previously: greedy with multiple random starts, seeded greedy (spectral algorithm

tavailable at http://www-personal.umich.edu/ mejn/netdata,/
Tavailable at http://data.assemblee-nationale.fr/
Savailable at http://www.redhotjazz.com/

119



http://www-personal.umich.edu/~mejn/netdata/
http://data.assemblee-nationale.fr/
http://www.redhotjazz.com/

for de-SBM and independent k-means on rows and columuns for de-LBM) and our proposed
hybrid approach. To study the impact of the population size on the results of the hybrid
algorithm, this parameter was also set to vary in {20, 40,80}. These numbers are quite small
with respect to the ones commonly encountered in pure GA, which is allowed by the use of
hybridization with local search reducing the need for a large population.
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Figure 5.9: Boxplots of the ICLex values obtained from 25 runs of the different algorithms on the six different
datasets.
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The results are presented with boxplots in Figure 5.9. For all the datasets, the best
results are achieved by the hybrid algorithm with a population of 80 partitions. For each
experiment, while a bigger population size leads to better results with less variation, a small
population size of 20 already achieves a significant improvement over the multiple and seeded
strategies. Indeed, an important performance gap in terms of ICL,, is visible between the
three hybrid solutions and the two others. Moreover, some datasets like Jazz, Blogs and
Political books highlights the interest of the multiple restart over the seeded strategy. This
is expected for the experiments with directed networks (Blogs, Books), where the seed
partitions are found using an undirected network model. Thus, it advocates for the use of
directed model whenever possible for these datasets. This last experiment on the proposed
hybrid algorithm clearly shows a benefit of using such an approach on real data. In the
next section, we illustrate the interest of the hierarchical algorithm, giving a more detailed
discussion about the clustering results on real datasets.

5.5.4 Hierarchical analysis of real datasets

In continuity with the motivating example of Figure 5.2, the interest of the hierarchical
procedure is illustrated on the real datasets introduced previously. Starting from the best
solution of Algorithm 4, with a population size of 40, we build the hierarchy and the den-
drogram for each of the examples. We start by describing the results on the four graphs
datasets, then detailing the French parliament votes co-clustering one.

NEWTORK CLUSTERING  Figure 5.10 shows the results of the proposed two-step methodology
with the de-SBM as the underlying model, highlighting its analytical and visual interest.
Columns represent datasets and the first row corresponds to the adjacency matrices of each
network, with the rows/columns arranged per cluster numbers and the color indicating
the link density between clusters. Notice that clusters are reordered according to the leaf
ordering of the dendrogram, bringing linked clusters next to each other, enhancing the
visualization of the block clustering. Next, the second row represents the cluster node link
diagram, another representation of a graph clustering where the size of nodes is proportional
to cluster size and the width of arrows to link density between clusters. Once again, we use
the leaf ordering provided by the binary tree. The latter is then plotted as a dendrogram in
the third row, emphasizing the amount of regularization (drop in «) needed for each fusion.

A possible heuristic to spot interesting levels in the dendrogram could be to cut it at
a certain level a/») where the amounts of regularization needed for the next fusion is
considered too important, relatively to the amount needed for past fusions. The fourth row
represents the same adjacency matrices as in the first row, except the new clustering Z,
is now used. For the Blogs network, starting from a solution with 18 clusters, the heuristic
finds a lot of potential fusions for reasonable « levels, leaving 2 clusters at the selected
clustering. We emphasize that the real number of clusters, annotated by the expert, is
also 2 (conservatives and liberals). Likewise, for the Books dataset, the heuristic selects
3 clusters which is the number of different categories of books present in the data. The
Football network has a more pronounced and balanced community structure, with the initial
partition Z(?) near the ground truth number of clusters, which is 11, thus explaining the
relatively regular jump distribution in «. The heuristic cuts the dendrogram after the second
fusion at 10 clusters. As for the Jazz network, it starts with 21 clusters and we propose
to cut at 4 clusters according to the heuristic, with the corresponding Z*) presenting an
interesting block structure. Overall, this highlights the relevance of the proposed hierarchical
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Figure 5.10: lllustration of the hierarchical agglomerative strategy on four real networks: blogs, books, football
and jazz. First row: aggregated adjacency matrix according to the initial partition Z(*)  with cluster reordering
given by the leaf ordering of the dendrogram. Second row: node link diagram of Z(X). Third row: dendrogram
of the hierarchy extracted from the initial partition. Fourth row: exploration of some clustering Z (/1) alongside
the hierarchy.

agglomeration in term of clustering quality and interpretability as well.

CO-CLUSTERING ON FRENCH ASSEMBLY VOTES We illustrate the hierarchical heuristic on the
French assembly votes co-clustering dataset. The initial partition Z*) found by Algorithm 4
has 116 clusters divided in 70 row clusters and 46 columns clusters. These are quite large
numbers for a dataset of this size, and one might want to explore solutions with fewer row
clusters. As explained above, the hierarchical algorithm can build two separate dendrograms
for rows and columns, which are linked by their merging sequence (ayf)s. Then, using
the same heuristic on the sequence, we can cut both dendrogram at the same level, thus
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determining a number of row and column clusters. In this example, we chose to cut at 26
clusters overall, leaving 13 rows and 13 columns clusters. Inspecting the row clustering, we
found it consistent with the true labels, which are the political party memberships. Some
members of Parliament (MPs) in different opposition groups from the left (communists,
socialists) are gathered in a single cluster, whereas MPs from the majority group (LREM) are
split into 5 different clusters, with some having centrists or right-wing opposition members.
This agrees with the current separations and relationships in the French Parliament and the
French political field.
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Figure 5.11: Block matrix representation of the French Parliament dataset after cluster reordering (left) and
coarser clustering extraction (right).

5.6 ConClUSiON .

In this chapter, we have proposed a new algorithm for clustering with discrete latent vari-
ables models, along with a hierarchical clustering algorithm to find a hierarchy of clusters.
Both methods share the ICL as an objective criterion to maximize, and their interest lies on
their computational efficiency as well as the wide variety of models they can be applied to.
We presented some of the most common ones for discrete data or graphs clustering, as well
as an extension for co-clustering. For all these models, numerical experiments assess the su-
periority of the clustering algorithm over existing methods. In addition, experiments on real
datasets were conducted to illustrate the interest of the method in real-world applications.
The hierarchical heuristic completes the methodology, giving access to coarser partitions
than the one found by the genetic algorithm, by including a Dirichlet hyper-parameter «
in the objective criterion. The resulting hierarchy may be visualized as a dendrogram, and
explored as well as the amount of regularization needed for each fusion. Moreover, we illus-
trated how the leaf ordering of the dendrogram may be used to reorder clusters in the initial
partition, enhancing the visualization of any clustering.

Although Gaussian mixtures fit into the DLVM framework and could be included in
this work, the difficulty of setting non-informative hyper-priors must be addressed carefully,
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as the clustering results is greatly influenced by these. Therefore, we leave their in-depth
treatment and numerical simulations to future work.

13 row clusters 13 column clusters
8000 8000

6000 6000

4000 4000

~log(a)
~log(a)
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Figure 5.12: Row clusters dendrogram (left), and columns clusters dendrogram (right) for the French
Parliament dataset. The dashed red line represents the height used to cut the dendrogram and to extract a
coarser clustering.
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Conclusion and perspectives

6.1 Summary of the contributions ... ... .. . .. ... . 125
6.2 Futureworks = .. .. 126
6.2.1  Two extensions of the Bayesian Fisher EM algorithm 126

6.2.2  Clustering categorical data with a mixture of multinomial multiple correspon-
dence analysis 129

The first two chapters reviewed general ideas and modern challenges in model-based
clustering with discrete latent variable models, which constitutes the generic framework of
this thesis. While Chapters 3 to 5 contains the original contributions of this thesis, the
following chapter reflects on them and discusses a series of leads currently investigated for
future works.

6.1 Summary of the contributions . .

High-dimensional multivariate data represent a challenging task in statistics, especially for
unsupervised methods such as clustering. Chapters 3 and 4 have showed how mixture mod-
eling could benefit from the integration of dimension reduction to design robust clustering
algorithms for discrete and continuous data. Chapter 5 presented a general methodology for
hierarchical clustering with the exact ICL, applicable to any model for which this quantity is
tractable. In particular, this approach goes beyond multivariate data, as it applies to graph
clustering with stochastic block models. These clustering algorithms compared favorably to
state-of-the-art methodologies on several numerical scenarios. Moreover, several applications
on real data were considered, notably on medical data in collaboration with Institut Curie
(Chapter 3 ). Finally, these works led to the development of R packages to ensure accessible
and reproducible research. Every algorithm is available online: the MMPCA algorithm of
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Chapter 3 via the MoMPCA R package on CRAN*, and the BFEM algorithm of Chapter 4
at https://github.com/nicolasJouvin/FisherEM which is written as an extension of the
FisherEM package and will soon be available on CRAN. Etienne Céme developed an effi-
cient implementation of the genetic and hierarchical algorithms of Chapter 5 in the greed
R package, presently available at https://github.com/comeetie/greed.

These contributions motivated the writing of several scientific articles, among which one
was published in an international peer-reviewed journal

e Greedy clustering of count data through a mixture of multinomial PCA
(joint work with Guillaume Bataillon, Charles Bouveyron, Pierre Latouche and Alain
Livartowski), Computational Statistics (2020),

and two were submitted

e Hierarchical clustering with discrete latent variable models and the inte-
grated classification likelihood (joint work with Charles Bouveyron, Etienne Come
and Pierre Latouche), Preprint HAL-02530705 (2020),

e A Bayesian Fisher-EM algorithm for discriminative Gaussian subspace clus-
tering (joint work with Charles Bouveyron and Pierre Latouche), Preprint HAL-
03047930 (2020).

6.2 Future WOTKS

The proposed methodologies and frameworks lead to several research directions. Here, we
detail our ongoing works on the field of high-dimensional data clustering.

6.2.1 Two extensions of the Bayesian Fisher EM algorithm
6.2.1.a Sparse extensions to BFEM and variable selection

If the dimension reduction aspect of BFEM allows tackling high-dimensional problems, inter-
preting the discriminative space is still a challenging problem. Indeed, the d discriminative
axis are linear combinations of the p original variables, which makes the analysis of indi-
vidual variable contributions hard when p is large. Simple thresholding heuristic on the
loadings coefficients may be used to eliminate some low-contributing variables, although
previous work advise against this approach (Cadima and Jolliffe 1995). In the case of the
Fisher EM algorithm, Bouveyron and Brunet-Saumard (2014) adapted the supervised case
of Qiao et al. (2009), to recover sparse loadings. The latter casts the maximization of the
Fisher criterion as a regression problem, and introduce a l;-type penalty to ensure sparsity.
Such an approach is directly adaptable in our framework, and we sketch the main ideas
below.
Recall the Fisher criterion introduced in Section 4.3.3, Equation (4.25):

_1 N
F(U) = Tr {(UTSTUT> UTSE;)UT] .

*See also https://github.com/nicolasJouvin/MoMPCA
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Introducing the following matrices:

Fr (t 1 [) [~ () - [~ @) -
Hé):\/ﬁ[ ng)(mg)—y>,..., n?(m(K)—y)]ERpXK,
the following identities hold:
Sr = HrHJ Sy = Hy (H))". (6.1)

In the supervised setting, Qiao et al. (2009) proposed a reformulation of the Fisher criterion
as a regression problem.

Proposition 6.1. (Qiao et al. 2009, Theorem 1) The optimal U* such that

U* =argmax F(U),
U

spans the same subspace as the solution B of the following regression problem:

K d
(AD,BY) = argmin > |R; Hy) — ABTH,|lr+pY B SrBr.  (6.2)
ATA=14,B | — h=1

Here, A =[ou,...,aq) € RP*?, B =[B31,...,B4] € RP*, Ry € RP*P is a upper triangular
matriz obtained from the Cholesky decomposition of St (i.e. St = R;ERT), Hp . is the
k-th column of Hp, and p > 0.

The proof is detailed in Qiao et al. (2009), and involves keeping B then A fixed in
the optimization to respectively solve d separated ridge regression problems in B, and one
projection Procruste problem in A (Gower and Dijksterhuis 2004, Chapter 5). Then, using
this r(e)formulation, l1-type penalization may be added to Equation (6.2), inducing sparsity
in B():

K d d
(A BY) = argmin Y |R; HY, —ABTHY,|r+pY 8L S8+ A 1Bl
ATA=1,,B h=1 h=1

Bouveyron and Brunet-Saumard (2014) used this reformulation of the problem in their F-
step, using the LARS algorithm to solve the LASSO problem (Efron et al. 2004). Of course,
since the orthonormality of B(®) is not guaranteed in this case, an extra-step is added to
obtain the F-step U® as the best orthogonal approximation of B®:

U"Y = argmin |BY —Ul||p. (6.3)

UTu=1,
This last optimization program is a nearest orthogonal Procruste problem (Gower and Di-
jksterhuis 2004, Chapter 4) and is solved in closed form as U(*) = u(t)v(t)T, where the u(*)

and v matrices come from the SVD of B®) = u®Ap®

The final loading matrix after convergence is then thresholded at some value and each
axis of the discriminative subspace have only a few contributing variables. The number of
free parameters in U can then be modified to take into account zero coefficients, modifying
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the penalty in the ICL criterion. Based on the empirical results provided in Bouveyron
and Brunet-Saumard (2014) and the improvements of Chapter 4, this sparse F-step should
lead to good results. From a practical point of view, the introduction of early sparsity may
lead to poor results. Thus, taking an initialization U®) provided by the standard BFEM
of Chapter 4 should bypass this problem. Finally, we note that more elaborate type of
regularization could be used, adding a ridge lo-type penalty term, and replacing LARS with
the elastic-net algorithm (Zou and Hastie 2005).

6.2.1.b  From the trace of ratios to the ratio of traces problem

The original Fisher criterion considered the 2-class separation problem, where the data is
projected in one-dimensional subspace described by some vector w:

w' Spw w! Spw

= argmax

u = arg max —_—
w wTSWw w wTSTw’

(6.4)
where the equivalence between the two optimization problems is given by the identity S =
Sp + Sw. Fukunaga (1990) proposed an extension to the K class separation, where U
contains d < K — 1 discriminant vectors, and which is widely used, including in Chapter 4.
This criterion is known as the trace of ratio problem (Jia et al. 2009):

-1
Urrop = argmaxTr [(UTSTUT) UTSBUT] . (TROP)
U

Remember that without orthogonality constraints, Urrop is obtained in closed form as
the d leading eigenvectors of the generalized eigenvalue problem Spu = A,Sru. Adding
orthogonality constraints led to the development of the so-called Foley-Sammon transform
(Foley and Sammon 1975), along with algorithms such as the ODV procedure described
in Section 4.3.3. The latter iteratively derives the columns of Urrop as solutions of the
one-dimensional problem in Equation (6.4) adding orthogonality constraints with respect to
currently computed vectors.

However, this criterion is actually the relaxation of a more difficult one, the ratio of trace
(Guo et al. 2003; Wang et al. 2007; Ngo et al. 2012):

— T [UTSUT] Tr [UTSUT]
RO N Tr [UT SwUT]  piver, Tr [UTS7UT]

(ROTP)
The latter may be thought as an alternative generalization of the Fisher criterion to d-
dimensional problems, which preserves the agnostic choice between Sy, and St in the opti-
mization. Several works argued that solving the (ROTP) problem leads to a subspace with
better discriminative power than the (TROP) problem (Wang et al. 2007; Ngo et al. 2012).
However, this new problem does not admit any closed form solution, although it is shown
to be equivalent to the trace difference problem:

Proposition 6.2. (Guo et al. 2003, Theorem 2) Solving Problem (ROTP) is equivalent to
find the root (zero point) of the following trace difference function:

fn) = pax Tr [UT (S —7Sr) U] . (6.5)

128



The optimal v* such that f(v*) =0 can then be used to find the optimal Ugorp as:

Ugrorp = argmax Tr {UT (Sg—v*S)U| .
UTU=1I,

Different optimization algorithms build on Proposition 6.2 and propose to search for the
root of the trace difference function. Guo et al. (2003) derived a bisection heuristic starting
from an interval I = [v1,72] such that 0 € f(I), and refining it by dichotomy. Wang et
al. (2007) proposed a naive Newton-Raphson algorithm, and theoretical analysis as well as
improvements were proposed in Jia et al. (2009) and Ngo et al. (2012).

Thus, introducing the same soft matrix S’g) as in Chapter 4, the F-step of BFEM could

be modified to search for U }(?%T p instead of U:(Ft 1)%0 p- Based on the empirical observations in
the supervised case, this could lead to better discriminative performances of the subspace
although one needs to be careful with sensitivity to initialization in the clustering case, as the
labels iteratively change in the BFEM algorithm. An implementation of the aforementioned
algorithms is available in the maotai R package and experimentation are still ongoing since
they need to be calibrated.

6.2.2 Clustering categorical data with a mixture of multinomial multiple correspon-
dence analysis

Categorical data is a fundamental tool in medical or social sciences (Agresti 2003), often
involving the design of tests or surveys with multiple-choice questions. In this context,
n individuals are observed through () categorical variables y;4, with a varying number of
modalities p,. The latter is often coded as a dummy variable, y;, € {0, 1}Pe, where y;q; = 1
if individual ¢ chooses the j-th modality for the ¢-th question. This representation may be
summed up in an indicator matrix Y = [Y3]...|Ygp]. Here, each matrix Y, € {0,1}"*Pq
contains the indicator vectors of the g-th variable in its rows, as represented in Table 6.1.

D~<

I
ORrR O, LR OOOO
= O = OO ===
[l e e Nl e No No)
== =0 O = O
OO O, OO OO
(vl e B e i e B e B s B e e B @n)
[N el ol ool NN
— m O R

Table 6.1: Example of categorical data representation with n = 10, Q = 3 and p1 = 2, p2 = p3 = 3.

In the following, we detail how the framework of mixture modeling integrating linear
dimension reduction can be applied to such data. In addition, we sketch a variational EM
algorithm for clustering, relying on a local variational bound of the LogSumExp function.

6.2.2.a Multiple correspondence analysis

Exploratory analysis of such data has a long history, especially geometric approaches in the
line of the SVD approach to PCA described in Section 2.3.1.a. In particular, the “French
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school” of data analysis led by Escofier-Cordier (1969) and Benzécri (1973) proposed the
multiple correspondence analysis (MCA), which is a form of factor analysis decomposing
the responses of individuals on principal directions retaining the most of variability in the
chi-square sense. It may also be cast as a form of generalized SVD on the matrix Y after
centering and a carefully chosen weighting. Introducing the column mean vector as m such
that mq; = n™' Y, yiqj, and columns weights as D,, = diag(mg;)q;, MCA solves for the
SVD of the following matrix (Fithian and Josse 2017, Eq. (9)):

1 -~
A=— (Y -1m")D;'/? A=VAU' 6.6
g (¥ —1mT) D : (6.6)

and takes the rank-d approximation of A = VdAdUJ. This method may be seen as a
generalization of PCA to categorical data, and provides powerful visualization properties to
investigate connections between categories and identify individuals with the similar profile
of responses (Pages 2014, p. 53).

Among other examples, MCA had an important impact on Pierre Bourdieu’s theory of
sociological Fields (see e.g. Lebaron and Le Roux 2015, Chapter 3), and is still widely used
in contemporary sociological analyses using quantitative methods (Desrosi¢res 2008). A
recent perspective on multiple correspondence analysis and its applications may be found in
Greenacre and Blasius (2006).

6.2.2.b A probabilistic formulation: Multinomial multiple correspondence analysis

Although the original work of Benzécri was purposely constructed apart from the generative
model approach’ (Husson et al. 2016, p. 2), recent works proposed a probabilistic formu-
lation of MCA. A basic generative model for categorical variable would be the following

multinomial model:
p(Y | 0x) = HHM,,Q 1,6i),
i=1qg=1

which posits that observation y;, takes modality j with probability 0;,;, where 0;, € A,
Without further restriction, the saturated model with free 8,4 is not of any interest as it per-
fectly (over)fits the data. Fithian and Josse (2017) proposed the following log-bilinear model,
also known as multinomial MCA (MMCA), as a rank-d constrained model on log(6;4;):

d

Vi,q,Vj=1,...,pq, 108(0iq;) = Bqj + Z ZinUqjn + const . (6.7)
h=1

Introducing B,, the main effect of the g-th variable, and decomposing U into ) matrices
u'=[U/]|... \Ug], with U, € RP«*4| the model may be written in matrix form as:

aiqg = Bqj + Ugi, 1og(8ig;) = aiqj — Ise(aiq) with lse(a) = log Ze‘” . (6.8)

The model parameters are ¢ = (3, X,U), to be estimated by maximizing the log-likelihood
of the model, which is a difficult, non-convex problem. After a second order Taylor expansion

TWith the famous quote: “The model must follow the data, not the other way around” or, in French, “Le
modele doit suivre les données, non 'inverse.” (Benzécri 1973, p. 6, Tome 2)
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around 9(®) = (log(m), 0, 0), Fithian and Josse (2017, Theorem 2) show that maximizing
the latter is equivalent to solving the SVD problem of MCA in Equation (6.6), highlighting
the connection between the geometric formulation and the probabilistic model. In addition,
a Majorization-Minimization algorithm is derived in Groenen and Josse (2016), for minimiz-
ing the negative log-likelihood with an additional regularization term, penalizing for large
eigenvalues of XU " and avoiding overfitting.

Note that related models were proposed in the literature, considering x; as a standard
Gaussian latent variable, which leads to an intractable observed-data likelihood. In psycho-
metrics, Moustaki and Knott (2000) introduced a latent trait model for mixed-type data
with exponential family distributions, and derived an EM algorithm using Gauss-Hermite
quadrature to approximate the intractable integrals. However, their work focuses on the case
d = 1. More recently, Chiquet et al. (2018) proposed a similar model as a generalization of
probabilistic PCA to exponential family distributions, with a focus on Poisson distributed
observations. The inference relies on a variational EM algorithm, with an approximation of
p(X |Y;9).

6.2.2.c  Mixture of MMCA

The interest of the generative approach in Equation (6.8) is the possibility to introduce
clustering via mixture modeling. Indeed, in line with the integration of dimension reduction
in mixture models described in Section 2.4, we propose to add a generative layer in x;,
leaving a mixture of MMCA (M3CA):

K
T; ~ ZWkNd(Nk»Ek)~ (M3CA)
k=1

Note that the subspace U is common across clusters here. The model parameters are now
9 = (m,U, 3, u,X) and a family of sub-models may be derived considering different types
of constraints on 3, as in Chapter 4. As mentioned above, the observed-data likelihood
now involves intractable integrals over x;:

Q Pa ( eﬁquFm;r"qj

n K
v 10 =TI m [ T 55 eran

i=1k=1 Ti g=1 j=1

Yiqj
) ./\/‘d(ilil | uk,Ek)dwi. (69)

The posterior distribution p(X,Z | Y;9) is already factorized in the model, albeit in-
tractable. Thus, one needs to explicitly constrain the functional form of the variational
distribution in mean-field inference to obtain an approximation:

N
g€ Q:=1q(X,2)=[[Nalxi| i, M;) Mk (2 | 1,75) ¢ . (6.10)
i=1
The classical evidence lower bound still holds in this context:
logp(Y | 9) > J(q;9) = By [logp(Y, X, Z | 9)] + H(q).

However, the latter is still intractable as it involves expectations of the form Eg ) [— lse(aiq)]
which are not in closed form. This fact is well-known in the case of binary categorical data,
when p, = 2, and Tipping (1999) proposed to rely on the quadratic bound of the sigmoid
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function o(a) = (1 + e_“) _1, originally introduced in the supervised case of Bayesian logistic
regression (Jaakkola and Jordan 1997):

. s o, E-a . L/ 1 1

Va, &, —log(1+e) > A&)(§° —a®) + = log(1 + €%), with \(¢) = % <1+ef - 2) .

(6.11)

Gollini and Murphy (2014) proposed a mixture of latent trait analyzers for the clustering of

binary categorical data, along with a variational EM relying on this bound. This was also

coined the &-transformation in Latouche et al. (2011, Proposition 5.2), and is a special case

of local variational inference methods (Bishop 2006, Section 10.5) as it introduces a second
lower bound:

logp(Y | 9) > T(¢;9) > T(¢;9,&). (6.12)

A generalization of this lower bound to the multinomial case and lse functions was introduced
in Bouchard (2007, Equation (5)). It is based on the fact that — Ise can be lower-bounded by
a product of sigmoid functions. Then, applying p, times the inequality in Equation (6.11)
leaves:

Pq
. Eiqi — Qigj .
VZa q, vglq € qu, - lse(aiq) > Z )‘(glty)( quJ - azgqj) + % - log(l + eE“”)' (613)
j=1
The expectations with respect to g(x;) of the right-hand side are then easy to compute as
quadratic functions of a Gaussian, and a variational EM algorithm can be sketched:

¢ = argmax J (q; 90 E(”) , (VE-step)
q€Q
9D = argmax J <q(t+1); 9, 5(0) , (M-step)
9
¢ = argmax J (¢ 90D, €). (local step)
13

The computations for the M-step updates are still to be derived, especially for 8 and U
although one could also resort to numerical optimization. Such an algorithm needs to be
carefully calibrated, and the impact of £ in the optimization needs to be investigated. Finally,
we note that a similar model was proposed in Khan et al. (2010), including mixed-type data,
although they rely on a different bound called the Bohning bound based on a Taylor series
expansion of the Ise around a point a. Moreover, akin to the differences between MFA and
MCFA (see Section 2.4.1), each cluster possesses a categorical loading matrix Uyg, while the
subspace U, is common across clusters in our formulation.

Such a methodology could greatly improve the understanding of relationships between
categorical variables, with a common visualization of the variables and clustered individuals
in the same bi-plot of dimension d.
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A Appendix for Chapter 3

A.1 Constructing meta-observations
Proof of Proposition 3.1 on page 55.

p(W,X ‘ Z, U) :p(X) Xp(W | X7Z)a

= I;Ip(wk') x Hl;[];[Mp(wilv 1L, Uzy)™*,
- [loteo [Tt o0

= 1;[1?(?%) H lj—l[(uijk)Zfil Bk

- Hp(‘”k) ﬁ(u;wk)zz;l Ly zivwits

= Hp Th H wl ay) X Fvi,

since y;; = Y, wi;j. Then, put

Wk(Z):{Zik’wil,izl n,l:l...,ci},

Wk] § sz§ ZikWilj,

and this completes the proof of Proposition 3.1. O

A.2 Derivation of the lower bound

Lower bound and Proposition 3.2. The bound of Equation (3.9) follows from standard deriva-
tion of the evidence lower bound in variational inference. Since the log is concave, by Jensen
inequality:

logp(W,Z | w,U) = logZ/ p(W,Z,X,T|x,U)dX

logZ/ W, 2, X, T)|” )q(T,X)dX,

- g (3, 1 Zq’ézié' =)

p(W,Z T X | 7r7U)}
(T, X) ’
= J((): U, Z).

> E, [log
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Moreover, the difference between the classification log-likelihood and its bound is exactly
the KL divergence between the approximate posterior ¢(-) and the true one:

p(T, X |W,Z,7,U)
q(T, X)

logp(W,Z | m,U) - J(q(-); w,U, Z) = —E4 |log

Furthermore, the complete expression is given in Proposition 3.2 as:

J(q(); m,U, Z) =By [logp(W,T, X | Z,U)| — E, [logq(T, X)]| +logp(Z | m),

JLpa

=K I (¢ U Wi(2) + 25, 50 2 log(m),

where
T (@: U, Wi(2)) =logT(31_, 1) — S0, logT'(5,)

d
+ 30 = D@ (vwn) — (o )
h=1
d L;

N
+D kY Y ban [df(%h) — (g Venr) + X5y Wiy 10g(ujh)]

i=1  h=1l=1
d d
—log I'(3 5 —1 V&) — D _j—1 log T'(vkn) (14)

d
> (e = D@ (ven) — (g ew)
h=1

n L;
= zin > banlog(bin)-
=1

i=1

A.3 Optimization of ¢(Z)

Proof of Proposition 3.3 on page 57. Using the CAVI updates of Proposition 2.3, we get
that the optimal ¢(t;) verifies:

logq(tzl) = ]ET,(I-J),X [lng(W,T,X | Z):I + COHSta

where the expectation is taken with respect to all X and T except t;;, assuming (T', X) ~ gq.
Developing the latter leads to:

d P
logq(ti) = Y tun | Y wijlog(un) + ¥(kn) — (X f—y Yew) | +const.  (15)
h=1 j=1
Equation (15) characterizes the log density of a multinomial:

q(ti) = Ma(tu | 1, pa = (P, ., Pird))s
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where the quantity inside brackets represents the logarithm of the parameter, modulo the
normalizing constant. Hence,

Vh,  dun x H wiy” H eXP{ (Vo) — (22/21 %h/)} ’ .

A.4  Optimization of ¢(X)
Proof of Proposition 3.4 on page 57. With the same reasoning, the optimal form of ¢(X) is:

logq(X) =Er [p(W,T,X | Z)] + const,

i

n L; d
Z §h - 1 log mkh + Zzik ZZ ilh 10g chh -+ const,
=1 h=1

K
2
k=1 | h=1 i=1
K d n

= Z Z o + Z Zik Z ¢itn — 1| log(xkp,) + const. (16)
k=1h=1 =1 =1

Once again, a specific functional form appears as the log of a product of K independent
Dirichlet densities. Then,

K

q(X) = HDd (e | Yk = (Vo155 Yka)) 5
k=1

with the Dirichlet parameters inside the brackets of Equation (16):

V(k,h),  Ykn = On + Z Zik Z Gith-
=1

A.5 Optimization of U

Proof of Proposition 3.5 on page 57 (I). This a constrained maximization problem with d
constraints Z?Zl u;p = 1. Isolating terms of Equation (14) depending on U, and denoting
constraints multipliers as (Ap)p, the Lagrangian can be written:

K n L; p d d
fWU,A) = Z Z Zik Z Z Gunwij log(ugn) + Z A (D2 uin — 1),
k=11=1 =1 j=1h=1 h=1
n L; p d
= Z(bzlhwzlj log ujh + Z )\h E Ujh — 1)
i=1 1=1 j=1 h=1
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Setting its derivative to 0 leaves:

n L;
ujhoc§ E Dith Wil

i=1 [=1

A.6 Optimization of =
Proof of Proposition 3.5 on page 57 (II). The bound depends on 7 only through its clus-

tering term:
logp(Z | ) = Zz,zlklog (k).
i=1 k=1

Once again, this is a constrained optimization problem, and, introducing the Lagrange
multiplier A\ associated to the constraint Zszl T = 1, we get:

Zzlk log Tk +/\(Zk 1Tk — 1)
1i=1

M=

>
I

Setting the derivative with respect to 7 to 0, we get:

Dic ik

T = N

A.7 Model selection

Proof of Proposition 3.6 on page 60. Assuming that the parameters (m,U) follows a prior
distribution that factorizes as follow:

p(m,U | K,d) = p(m | K,a)p(U | d), (17)

where
p(m | K,a) = Dy(m | alk). (18)

Then, the classification log-likelihood is written:
logp(W,Z | K,d) = log//Up(W,Z,U,ﬂ'|K,d) dm dU
= log//Up(W,Z|U,7r, K,d)p(w | K,a)p(U | d) dw dU
= log/p(Z|7r)p(7r|K,a)d7T Up(W|Z,U,K,d)p(U|d)dU
= log/pZ|7r (r | K,a)dr

™

—Hog/ p(W | Z,U,K,d)p(U | d)dU. (19)
U
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The first term in Equation (19) is exact by Dirichlet-Multinomial conjugacy. Setting a = 1

plus a Stirling approximation on the Gamma function as in Biernacki et al. (2000) leads to:

K-1 log(n). (20)

log/ p(Z | m)p(w | K,a)dr ~ maxlogp(Z | =, Q) —

As for the second term, a BIC-like approximation as in Bouveyron et al. (2018) gives:
) - dlp—1)
og [ p(W | Z,U,K,d)p(U | d)dU = mgxlogp(W | Z,U,K,d) — Tlog(K).
U

In practice, logp(W | Z,U, K, d) is still intractable, hence we replace it by its variational ap-
proximation after convergence of the VEM, J' o, which is the sum of the meta-observations
individual LDA-bounds detailed in Equation (14) (different from J). In the end, it gives
the following criterion:

d(p—1)

K-1

+maxlogp(Z | m, K) — log(n). (21)

Note that:
mgxlogp(W | Z,U,K,d) + maxlogp(Z | w, K) =~ J*,

i.e. the bound after Algorithm 2 converges.
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B Appendix for Chapter4

B.1 Optimization of ¢(Z)

Proof of Proposition 4.1 on page 78. From Proposition 2.3 we know that the optimal form
of an individual distribution is:

0" () o< exp {Ex_u [logp(Y 20,20, | 9)] } (22)

Taking the log of this expression and leaving out everything that does not depend on z;
leads to the following functional form:

log¢*(2;) = Ep, Zzik [log(mk) 4 log Ny (ys | Up, Si)] | +C, (23)
%
= ZZ”“ [log(wk) + Epu, [logNp(y; | Upy, Sk)]} +C. (24)
3

Here we recognize the functional form of a multinomial distribution:

q"(z:) = Mk(zi | 1,7), (25)

with:
Tik o< T, exp{Ep, [log Ny, (y;i | Upk, Sk)]} (26)
O

B.2 Optimization of ¢(u)

Proof of Proposition 4.2 on page 78. Let k € {1,..., K}, still from Proposition 2.3 we know
that the optimal g(u) verifies:

¢ (i) < exp {Ez ., [logp(Y, . Z, ) | 9] | (27)

139




Taking the logarithm of this expression and leaving out everything that does not depend on
i leads to the following functional form:

n

log ¢* (px) = logp(pr) + > Bz, [logp(yi | 2i, p—r)] + C1, (28)
i=1
= log Na(px | v, Ma) + Zﬂ'k log N (yi | Upsie, Sie) + Co (29)
=1
_ _1 —1 o T o = . L Tg—-1 L
=5 [V (ke —v) (e —v) + > ey = Upi) " Sg (i = Upie) | + Cs,
=1
(30)
I " _
=5 |\ i+ ;muQUTSk U
n
=2 > Ty Sy Uk + AT | | + Cu, (31)
=1

1 . _ - i _
=5 pr AN g+ U TS U e — 2 ZmyISklUH W | pe| + Cu

i=1

(32)
Putting:
~ —1
M, = (A‘lId n ﬁkUTS,;lU) : (33)
i, =My [ Y mU"S s + 27w (34)
i=1
we can then write:
* 1 ~ T — ~
log " (i) = = | (k= ) "M (i — )| + const . (35)

We recognize the logarithm of a Gaussian density with mean fi; and covariance M,,. More-
over, the expressions of fi;, and My, can be simplified, since S, = DA, DT with D = [U, V]
and V is the orthogonal complement of U. Thus Sk_1 = DA,;lDT and:

U'S,'=U0'DA,;'D"=%,'U", (36)
U's,'v=x." (37)
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Thus, a use of Woodbury’s identity gives
. Nt
M~y = (Id + i LA S, ) v,
-1
_ [Id — L (A—lld n ﬁkz,;l) 2,;114 v
=V — Mkfi;lﬁkm

and we finally get:

n
. =My | Y U8 i+ A v |

i=1

n
=M | D U Ty | +Med

i=1

=v+ME (D U Tyi — g (38)

=1

B.3 Variational lower bound

We recall
T (4,9) = Eq [logp(Y, Z, p | 9)] + H(q),
Now that ¢* have been derived in Propositions 4.1 and 4.2, we can compute the variational
lower bound explicitly:
1K
J(q,9) =— 5 S T {plog(27r) + log [Sk| + Ep, [(Z/z‘ —Upi)' S, (yi — Uﬂk)} }

i=1 k=1
K

+ > 7y log(my)
k

K
1
- Zdlog (27) + dlog(A) + XE”’“ [(uk —v) " (up —v)

h=
- ZZTik log(Tix)

Kd
+—(log (2m)+1) + Zlog|Mk|,

N | —

with: R
Eg+ [tx] = fu,

Eq [eper ] = fufy, + M, (40)
log [Sk| = log || + (p — d) log(By).
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Proof of Proposition 4.3 on page 79. Recall the form of the bound given in Proposition 4.3:

K

J(9) = const f% ;ﬁk{ — 2log(mk) + log |[Zk| + (p — d) log(B)

+Tr [ UT U + W (Tr G| =T {UTCA’;CUD }

Only the first two lines of Equation (39) depend on 99, focusing on the first line:

(41)

E, [logp(Y | Z, p; 9)]

n K
N {plogm) 108 831+ By, (s~ Upa) S5 o~ U] |

i=1 k=1

K
:’Y+Zﬁk 10g|5k|+ Zﬂk ~Up)" S (yi —Upi) | ¢,
=1

where v = nplog(27). The terms inside the expectations may be rearranged using the usual
trace trick to make the empirical cluster covariance matrices appear:

— Zm ~Upi) " Sy (yi — Up),
g

:ﬁ: ZTik Tr [(yi ~Up)" S, (i — Ul"k)] ;

=Tr Z iy — Upie) (i — Upi) T |,

—Tr [s,;lck] , (42)

where
Zm —Upi)(yi —Up) ",
" ik

is the empirical covariance matrices of cluster k. This trace may be further decomposed
using the following lemma which relies on the particular form of S, 1'in the BDLM model.

Lemma .1. For any square matrix A € M,y ,(R), the following identity holds:

Tr [s,;lA] =Tr [ 1UTAU} (Tr [A] - Tr [UTAUD (43)

B

Proof. We can split S, 1 in two parts depending on the discriminative subspace and its
orthogonal complement: take D = D + D, with D = [U,0,y(,—a)] and D = [0,q, V].
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Then, S;' = DA,'D" + DA;'D", and:
Tr [S,;lA] =Tr [A?DTAE} + Tr [A,:lf)TAD} :

= Tr[z;'UT AU + %Tr (vTav|

Moreover, DD" = DD = I, and D = D+ D, hence:
Tr[A] = Tr [DTAD| = Tx [UTAU| + Tx [VT AV
This concludes Lemma .1’s proof. O

Applying Lemma .1 to Equation (42) with A = E,,, (C}) leaves:

K

B, [logp(Y | Z,p9)] =1+ > m{ log S| + (p — d)log(By) + Tr [ UTE(CL)U|
k=1

+ % <Tr [E(Cy)] — Tr [UWE(C,QUD }

(44)
The matrix E,,, (Cy) is denoted as Cj, and, using Equation (40), one gets:
ék = Eﬂk (Ck) )
1
- > TaE {(yi —Up)(yi — Ulik)T] :
i
1 - _
- > ik (yz-yf ~Ufny! —yi(Up)" +UE [ukuﬂ UT) , (45)
i
1 s 5 ~
= ZTzk(yz ~Upe)(yi —Ujir) " + UMU .
i=1
Finally, the second line of Equation (39) is simply
s
E,[logp(Z | )] = ~3 ’; —2ny, log (7). (46)
This concludes the proof. O]

B.4 M-step

Proof of Proposition 4.4 on page 80. Although there are 12 different sub-models, a lot of
the proofs are the same.

Optimization of 3. Let us start with the two possible cases for @3, which are common re-
gardless of the constraint on the latent covariance matrices:
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e Model BDLM(.)3,): In this case, the variational bound as a function of S is:

1. 1 A .
J(Br) = — 57 | (p — d)log(Bx) + =~ (Tr {Ck} —Tr [UTCkUD :
2 Br
Thus, its only stationary point is:
e[| — Tr [UT WU
p—d '

Ve, T(Br) =0 <= B =

e Model BDLM{(.)g): In this case, the variational bound as a function of 3 is:

VsJ(B)=0 <= = ,

with C = %Zle ’flkék.
O

Optimization of 3. There are now 6 cases to treat, which are the full, diagonal and isotropic
covariance matrices where each case can be with or without homoscedasticity. We will
need the two following formulas concerning matrix derivation. For any invertible matrix,

A € RPXP we have:
Valogld| = A7, (47)

VaTr [A—lB] = (A"'BAYT. (48)

» Model BDLMs;, (.);: We rewrite the bound of Equation (4.9) as a function of 3j:

K

1 ~
I(Br, 0 Bx) == 5> ﬁk{ log || + Tr [E,;lUTCkU} } + const . (49)
k=1

Thus, using Equations (47) and (48) with A = X, we get:
Vs, J(Sk) = —% (2,;1 _ z,glUTékUz,;l) .

Then, a first order condition gives

Vs, J(Z) =0 — = ' =32 'UTCUZ,?, (50)
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and we obtain the M-step estimate poM by multiplying left and right by Xj:

. =U'C,U. (51)

Model BDLM[s(.);: In this case, the variational bound can be rewritten as:

K
_n A
j(E)——Q{logE-f-Tr U 5,; }—i—const. (52)
And finding the root of the gradient leads to:
s=U'CU. (53)

Model BDLM|,, (.)): In this model, the bound writes as a function of @ = (g, ..., ak):

K u TCru
Z {Zlog agn) h —k h}—l—const. (54)

Qkh

l\D\»—l

Thus, the partial derivative with respect to ayy, is given as:

n 1 uTCou
vakh j(akh) == < — hkh) ,

2
2 \ agp Ly

and finding its root gives: R
dkh = u—heruh. (55)

Model BDLM|,, (.y: Put a = (a1,...,a4) and we have,

d T/1 K ~ A
= C
a) = —Z{ E log(an) + Un (5 2t 16 Ci)un } + const . (56)
h=1

Qp

Its gradient with respect to «j is computed in the same manner as above, and a
first-order condition gives: A
dh = ’U,Z C’uh (57)

Model BDLM,, (.);: Introducing & = (a, ..., ak), the bound is written as:

J(a)=—= an{dlog(ak) + S Tr [UTCk } } + const . (58)

k=1

Again, its gradient with respect to «y is easily computed as:

Gur Ty = [T O]

2 Qe ak
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Finding it 0 point leaves the following M-step update for &y

- éTr [UTékU} : (59)

¢ Model BDLM|y(.);: For this final model, « is a positive scalar and the bound is:

K

J(a) = —Z{dlog(a) + éTr UT(% Zﬁké’k)U } + const . (60)
k=1

a=-Tr [UTCU} (61)

B.5 Hyper-parameter estimation

To prove Proposition 4.5, we maximize the variational bound with respect to (v, A), from
Equation (39) we get:

1
T, 2) = —*XNMﬂm+m%m+;&%w%—wﬂ,
k=1
-3 idlog(?ﬂ T dlog(\) + ~ [ — v]E+ Tx [Mk}
24 A / 2 '

Optimization with respect to v.

1K
% By kz:: pr —v) (62)
Hence,
V., J@®)=0
. 25:1 B
V= K

Since J is a concave function of v with a negative definite Hessian Id, this concludes the
proof O

Optimization with respect to .

K

VaJ(A %Z

> i = vl 3] |

1
a2

y\g
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Thus, the first-order condition gives:
VaJI(\) =

o _ T i — vl + T v
B dK

The second-order derivative gives us a condition for A to be a maximum. Indeed, the
following must hold for A = A:

(Ziil | = vl + T [MkD A—d

3E <0.

VAT =

K ag—v|24+Tr | M, N
Hence, for positive A, the latter is negative if and only if A < L l1n ZHZ r{ k} =K.

Obviously, \ verifies this condition for K > 2 and is thus a maximum of 7.
O

B.6 Model selection

For the sake of notations, we drop the dependencies in M and K here, since the discussion
is independent of these quantities. The result stems from the fact that the conditional
posterior p(p | Z, Y) is tractable in the BDLM model and it equals to q(pg) if 7i = Zik.
Thus the variational bound in is tight and equals the classification likelihood.

Formally, we want to show that the variational bound of Equation (39) is equal to
logp(Y, Z) when 7, = %, in Propositions 4.1 and 4.2. When 7 + Z, we have:

a2 1 2) = q (1| 4(2),M(Z)) x 0,(2), (63)
with 4, the Dirac mass at z, and (f, M) computed with Z instead of :
g = Zim
Mi(Z) = (A L+ ﬁk221)717

n(Z) =v+ M3 (U 2iys — iy

It happens that the conditional posterior distribution of wp: p(u | Z ,Y') is tractable as a
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product of K distributions since:

p(r| Z,Y) xp(p)p(Y | Z, ),

n

K K
oc [T Natwe [ A) x [T TT V(i | Upi, S1)*,
k=1

k=1 i=1

K
oc [T S Matws [ v, ) x T Np(ws | Ups, Si)

k=1 ieCy

Using the same reasoning as in Appendix B.2, the distributions into bracket happens to be

(un-normalized) Gaussians with parameter (ﬂk(z ), My(Z )) Thus we have that:

P | 2.Y) =q (i 4(2),M(Z)). (64)

Finally, writing the expression of the variational bound 7(¢;¥d) with ¢ defined in Equa-
tion (63), we get:

=B i (w2 2)) []EZ”‘SZ {log (Y’ Zp ’9)] +H (q (’“‘ | A(2), M(Z))> ’

=E, puzy) [log (Y,Z,u | 19)} +H (P(H | Z,Y)) )
= logp(Y,Z).

Here, the second line used the fact that H(d,) = 0, and the last equality used Proposition 2.1

with {Y, VA } as the observations and 1 = p as latent variables, giving the tightness of the
lower bound when using the posterior distribution.
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C Derivations of exact ICL . .

C.1 Marginal distribution of Z: Dirichlet-Multinomial conjugacy
We recall the expression of ICL.,:

ICLer(Z) =logp(Y | Z,B) +logp(Z | ).

As explained in Equation (2.31) on page 46 and Equation (5.6) on page 100, the second term
is analytically tractable when 7 ~ D (a = (a, ..., «)). This is obtained by an application
of standard Dirichlet-Multinomial conjugacy, which is detailed in the following for the sake
of completeness.

Let us denote by C(z) the normalization constant of the Dirichlet distribution:

[T D)
(Y1 7x)

Then, we want to compute the following integral:

Cz) =

p(Z|a) = / p(Z | m)p(m | @) dr,

— [ (T Mutzi | 1w | Dicte | @)

i=1

i 1 0
/,,H ) ey L7
_ Clnta) oot ) dor
= o) LDK(\ +mn)dm,

_ C(n+a)
- C(e)

with ny =Y, zir. Thus, we obtain the desired result as:

logp(Z | a) = log { F(I“OZ({E;KI_I{IZTIL‘T:I:)]C) } (65)

C.2 Exact ICL for mixture of multinomials

Proof of Proposition 5.1 on page 112. Here, 8 = (0), € Aff and the conditional likelihood,
given Z, of the MoM generative model is:

Yv|Z6 HHM yz|Cz70k)Z”‘

k=1i=1
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We wish to integrate out the parameters 8 ~ @5 D,(8 = (5,...,8)). A use of Fubini’s
formula allows leveraging Dirichlet-Multinomial conjugacy for K different integrals:

oY | Z.8) = /6 (Y | Z,0)p(0 | B)d6

:H/ T Mo | 1,007 Dy 6 | B) o).

Ok j—1
1 K > 177 6-1
- 9 ZikYij - 9 - d0k7
I ; vis! kl:[l/ek JHL C(ﬂ)g ki
L1 G / Dy (0k | B+ 01) A6y
- p )
Hi,]‘ yz‘j! el C
p
x LT(Bp) H L(ox; + )
j=1
H ij Yis! kll[l B)? T'(cx + Bp)
with o; = Y0, Zikyi; and ¢ = Z§=1 ox;. Finally, denote
1
BY) = ———.
HW- Yij!
which is independent of the partition Z. Thus, taking the log concludes the proof. O

C.3 Exact ICL for the degree-corrected SBM

Proof of Proposition 5.3 on page 114. Putting 8 = (@7, ®~,Q), the conditional likelihood,
given Z, of the generative model described in Equation (5.20) writes as:

»(Y | Z,6) HHP (ij | ®F 5 Qw20
1,J kil

1
H y] X H @J'_(I) Yij HQZlszly” exp(fb ‘b lezzkzjl)
2,5 I

4,J

H " ><1_[<I>Jr i xH o T T exp(—niniQm), (66)
i,J ”

i k,l

Z Yij, AT = >, yi; and vy = Z” zikzj1Yij. Calculating the ICL,, implies to
1ntegrate over 9 Notice that Equation (66) is separable as the product of two parts, one

depending on ® and the other on €. In the following, we detail calculations separately for
both parts.

INTEGRATING OVER @  Recall that ®; = (¢;)i.»;, =1 and that:

1 [o)
B,) = ——1s, () ith S, = { @ eR™: > ~i—1
(@) vol(Sp) 5p (@),  with Sy, k€ - ) (67)

:zi=1

150



which is simply the simplex of dimension (ng —1), rescaled by a factor ng. Hence the volume

of Sy is given by:
nyk
d®, = —rF . 68

The situation is symmetric for ‘1’2 or @, . Thus, calculations are detailed only for the
former. One needs to compute:

1 )! “
— +
(e = D! / d@* 7” e / d®;
Sk 4. Zik= 1 Sk 4. zik=1
_ 1 g+
= Mk = ) / II @ U g, | dx,
"k 1:2ie=1
nzk
= h (’I’Lk — 1)'nk’“ C(ak)/ an (df | ajp = (dl + 1)i;zik:1) dX,
Ny Ap,
dif sz ldj_'
= (ngp — 1)l Stizw=LT
(i = 1)t m (nk+d+ 1)
(nk —1
= v ® d 69
(nk + d+ 0 Zl;[ 1 ( )

with dz => zzkd:r Then,
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INTEGRATING OVER 2 This is done using a standard Gamma-Poisson conjugacy in each pair
of clusters. Indeed:
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Utimately, we have:

p(Y|Z>=Ap<Y70|Z>d0,
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w (Breng + 1)kt
Putting L dHa=!
B(y) = L

Hij Yig!

and noticing that the latter does not depend on the partition Z concludes the proof. O

C.4 Exact ICL for the degree-corrected LBM

Proof of Proposition 5.4 on page 115. Putting 8 = (2, ®", ®°), the conditional likelihood,
given Z, of the generative model described in Equation (5.24) writes as:

n p K, K.

logp(Y' | Z,0) = H H HHP(yij | ©FR6Qy )ik,

i=lj=1 k I
(73)
Calculations for each of the term in Equation (5.25) are similar to Appendix C.3, with a

slight difference in the B(Y") term. Indeed, the out (resp. in) degrees are now replaced by
rows (resp. columns) degrees:

Hi 7“1'! Hj Cj!
Hm‘ yij! ’

with 7; = > y;; and ¢; = 3, yi; the row (resp. columns) degrees. O

B(Y) = (74)
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